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Adaptive lattice Boltzmann method
[ Jelelele}
Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
OWf +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed

Assume a simplified phase space
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Is based on solving the Boltzmann equation with a simplified collision operator
Of +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
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Adaptive lattice Boltzmann method
[ Jelelele}

Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
Of +u-VFf=w(f—f)
Kn = Ir/L < 1, where If is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space
Equation is approximated with a splitting approach.

1.) Transport step solves d:fy + €4 - Vo =0 . X 7”
Operator: T' fo(Xx + e At, t + At) = fo(x, t) S ,{
AN ol 18
p(x, t) Zf (x,t), p(x, t)ui(x, t) = Zea, a(x,t) — AN
s (H] \

Discrete velocities:

0, a=0,
e. = ¢ (+£1,0,0)c, (0,+1,0)c, (0,0, +1)c, a=1,...,6,
(£1,+1,0)c, (£1,0,+1)c, (0, £1,+1)c, a=7,...,18,
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Adaptive lattice Boltzmann method
[¢] lele]e}
Construction principles

Approximation of thermal equilibrium

2.) Collision step solves 9:f, = w(fs? — fu)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?;q(-, t+ At) — fu(, t+ At))
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2.) Collision step solves 9:f, = w(fs? — fu)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

3equ  9(equ)®  3u?
eq _
fa (p7u) 7pta [1 C2 2C4 2C2

. 1 1 1
with t, = 5{4,1717154747174 1}

Pressure op = >__ f9c2 = pc?.
Dev. stress X = (1 - WLzAt) > €ailaj(fa? — fu)
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Approximation of thermal equilibrium

2.) Collision step solves 9:f, = w(fs? — fu)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

2¢* 2¢?

H 1 1111111111111 11111
With to = §{3,5,5,3: 5+ 30214 42 42 40 40 40 £ 4> &0 40 40 40 )

Pressure op =), £e9c2 = pc?.

Dev. stress ¥ = (1 - “’LQAt) Do Caiaj(fa? — fa)

Is derived by assuming a Maxwell-Boltzmann distribution of £:9 and
approximating the involved exp() function with a Taylor series to second-order
accuracy.

e
faq(pv u) = pta [1 + 7 -+
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Approximation of thermal equilibrium

2.) Collision step solves 9:f, = w(fs? — fu)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

3equ  9(equ)®  3u?
eq _
fa (p7u) 7pta [1 C2 2C4 2C2

. _1 1111111111111 11111

with ta = 5 {3,333, 3. 3 rervieornoo i)

Pressure op =), £e9c2 = pc?.

Dev. stress ¥; = (1 - “’Lm) > €ai€aj(fe? — fo)

Is derived by assuming a Maxwell-Boltzmann distribution of £:9 and
approximating the involved exp() function with a Taylor series to second-order
accuracy.

Using the third-order equilibrium function

3ea N 9(eau)®  3u’ | Cau (9(eau)2 B 3u2>}

2c* 2c?2  3¢? 2c* 2c2

f2'(p,u) = pta {1 +

allows higher flow velocities.
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Adaptive lattice Boltzmann method
[e]e] lele}

Construction principles

Relation to Navier-Stokes equations

Inserting a Chapman-Enskog expansion, that is,

foo = £a(0) + €fu (1) + €£(2) + ...
and using

0 0 2 0

— P PR = 2 cee
at—eatl—i—eatz—i—..., V=eVi+€eVo+

into the LBM and summing over e one can show that the continuity and
moment equations are recoverd to O(¢?) [Hou et al., 1996]

Op+V-(pu)=0
ou—+u-Vu= —Vp—|—1/V2u
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Construction principles

Relation to Navier-Stokes equations

Inserting a Chapman-Enskog expansion, that is,
foo = £a(0) + €fu (1) + €£(2) + ...
and using
o 0 2 0 _ 2
at—ea—tl—i—ea—b—i—..., V=eVi+€eVo+..
into the LBM and summing over e one can show that the continuity and
moment equations are recoverd to O(¢?) [Hou et al., 1996]

Op+V-(pu)=0
ou+u-Vu=-Vp+ vV2u
Kinematic viscosity and collision time are connected by

1 /7n 1
V=3 (At 2) cAx

from which one gets with /3¢, = % [Hahnel, 2004]

2
1 _ Cs

T v+ AteE)2

wL:T[
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[e]e]e] lo}

Construction principles

Turbulence modeling

Pursue a large-eddy simulation approach with f. and 79, ie.
1.) fa (x + ea At, t+At) = fa(x, t)

2) ful- t+ AL) = fa( t+At)+ SAt (fe"( t—&—At)—t:‘a(-,t—i—At))
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Pursue a large-eddy simulation approach with f. and 79, ie.

1.) fa (x + eaAt, t+At) = fa(x, t)

2) ful- t+ AL) = fa( t+At)+ SAt (fe"( t+ At) — Tiy(-, t+ At))

Effective viscosity: v* = v + vy = 1 <T—L — 1) cAx with 7/ =71 +71:
3\At 2

Use Smagorinsky model to evaluate v, e.g., v: = (CanAx)?S, where
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The filtered strain rate tensor S;; = (8;T; + 8;Ti;)/2 can be computed as a
second moment as

_ Y -
Sj = s eaieaj(fa — fa)
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Construction principles

Turbulence modeling

Pursue a large-eddy simulation approach with f. and 79, ie.
1.)f(x+eQAt t+At)7f( t)
2) (-t + At) = ful-, t + AL) + LAt (fe"( t+At) — fo(-, t + At))

. . . 1/ 1 . .
Effective viscosity: v* = v + vy = 3 <A7Lt - E) cAx with 77 =7+

Use Smagorinsky model to evaluate v, e.g., v: = (CanAx)?S, where

S=[2>"5;S;
isj

The filtered strain rate tensor S;; = (8;T; + 8;Ti;)/2 can be computed as a
second moment as
- Y -
5, - - S ewien (B - 7)
2pcit} (1 — = > peiT} o

7+ can be obtained as [Yu, 2004, Hou et al., 1996]

= (\/TE +18v2(poc?) 1 CanAxS — TL)

2
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Construction principles

Initial and boundary conditions

Initial conditions are constructed as f5%(p(t = 0), u(t = 0))
Simple boundary conditions:

No-slip
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[e]e]e]e] }

Construction principles

Initial and boundary conditions

Initial conditions are constructed as f5%(p(t = 0), u(t = 0))

Simple boundary conditions:

No-slip Slip Symmetry

_ R R EVZON

Outlet basically copies all distributions (zero gradient)

Inlet and pressure boundary conditions use f5?

Embedded boundary conditions use ghost cell construction as before, then
use f9(p’,u’) to construct distributions in embedded ghost cells
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. onto faf_jg to fill fine halos. Set physical boundary

Interpolate £<:
conditions.
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")

Interpolate £<:" onto £7°" to fill fine halos. Set physical boundary

a,in a,in

conditions.

N\

|\

|

|

|

1 2383

Z 1 Z7IR[RIXIRINN

Z 1 7R [XRIXIRINN
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°
Adaptive mesh refinement for LBM

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

52K | X[ X[X]N
XX XX [X]N
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Complete update on coarse grid: £." .= CT(£f5")

Interpolate £<:" onto £7°" to fill fine halos. Set physical boundary

a,in a,in
conditions.
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°
Adaptive mesh refinement for LBM

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
Average T‘;:Z;}UZ (inner halo layer), ?(fjgut
E1E] (outer halo layer) to obtain ?&C,;'Lt.
(>
(>
(>
KK KX [N
XK X XN
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")
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Interpolate onto fa_’;; to fill fine halos. Set physical boundary

conditions.
FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.
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°
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")
fC,n

a,in

Interpolate
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

Fhn+t/2. ’T(ﬁf’"ﬂﬂ) on whole fine mesh. f{"*1 .= C(Eﬁ’"“ﬁ) in
interior.

onto faf_jg to fill fine halos. Set physical boundary

2Fn+1/2 (s 2,
Average f,, o /2 (inner halo layer), fou out

(outer halo layer) to obtain ?&C,;'Lt.

Revert transport into halos:
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v
?L
N K| 4|/
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°

Adaptive mesh refinement for LBM

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary

conditions.
FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

Fhn+t/2. ’T(ﬁf’"ﬂﬂ) on whole fine mesh. f{"*1 .= C(Eﬁ’"“ﬁ) in
interior.

2Fn+1/2 (s 2,
Average f,, o /2 (inner halo layer), fou out

(outer halo layer) to obtain £
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Revert transport into halos:
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— ZC
Parallel synchronization of £5", £5:"
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v
?L
N K| 4|/
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°
Adaptive mesh refinement for LBM

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5")

Interpolate fac " onto ff i to fill fine halos. Set physical boundary
conditions.

flm .= T(f’r ") on whole fine mesh. Fhmt/z. C(?of") in interior.

Fhn+t/2. ’T(ﬁf’"ﬂﬂ) on whole fine mesh. f{"*1 .= C(?J’"Hﬁ) in
interior.

2Fn+1/2 (s 2,
Average f,, o /2 (inner halo layer), fou out

(outer halo layer) to obtain £,

out-

Revert transport into halos:

f(xco'zn.‘ = T_ (fCoTJt)
7

ZC,n
Parallel synchronization of £5", £5:" ot

Cell-wise update where correction is needed:
faC)n+l = CT(fC " faco,ZJt)
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Adaptive lattice Boltzmann method
°
Adaptive mesh refinement for LBM

Adaptive LBM

Complete update on coarse grid: £&"! .= CT(£5")

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary

conditions.
ffm .= T(£5") on whole fine mesh. AR C(£5") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(E0"T/2) in
interior.

2Fn+1/2 (s 2f,
Average faygut/ (inner halo layer), £,

a,out
(outer halo layer) to obtain

7C,n
f‘a,’out'

Revert transport into halos:
2Cn . 4—17%C,
fa,o’th T T (fa,o,ZJt)

Parallel synchronization of £5, £Con

o,out

# |3 |

# |k

Cell-wise update where correction is needed:
faC,n+1 = CT(faC,n’ fC,n )

o,out

Algorithm equivalent to [Chen et al., 2006].
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Adaptive lattice Boltzmann method

L]
Implementation

Classes

Directory amroc/1lbm contains the lattice Boltzmann integrator that is in C4++
throughout and also is built on the classes in amroc/amr/Interfaces.

Advanced topics

Several SchemeType-classes are already provided: LBMD1Q3<DataType
>, LBMD2Q9<DataType >, LBMD3Q19<DataType >,
LBMD2Q9Thermal<DataType >, LBMD3Q19Thermal<DataType >
included a large number of boundary conditions.
code/amroc/doc/html/1bm/classLBMD1Q3.html code/amroc/doc/html/1bm/classLBMD2Q9.html
code/amroc/doc/html/1bm/classLBMD3Q19Thermal . html

Using function within LBMD?D?, the special coarse-fine correction is
implemented in LBMFixup<LBMType, FixupType, dim>
code/amroc/doc/html/1bm/classLBMFixup.html

LBMintegrator<LBMType, dim >, LBMGFMBoundary<LBMType,
dim >, etc. interface to the generic classes in amroc/amr/Interfaces

code/amroc/doc/html/amr/classSchemeGFMBoundary . html

Problem.h: Specific simulation is defined in Problem.h only. Predefined
classes specified in LBMStdProblem.h, LBMStdGFMProblem.h and
LBMProblem.h.

code/amroc/doc/html/1bm/LBMProblem_8h_source.html code/amroc/doc/html/1bm/LBMStdProblem_8h.html

code/amroc/doc/html/1bm/LBMStdGFMProblem_8h.html


code/amroc/doc/html/lbm/classLBMD1Q3.html
code/amroc/doc/html/lbm/classLBMD2Q9.html
code/amroc/doc/html/lbm/classLBMD3Q19Thermal.html
code/amroc/doc/html/lbm/classLBMFixup.html
code/amroc/doc/html/amr/classSchemeGFMBoundary.html
code/amroc/doc/html/lbm/LBMProblem_8h_source.html
code/amroc/doc/html/lbm/LBMStdProblem_8h.html
code/amroc/doc/html/lbm/LBMStdGFMProblem_8h.html

Adaptive lattice Boltzmann method

o0

Verification

Flow over 2D cylinder, d = 2cm

Advanced topics

Air with
v=161-10"°m?/s,
p = 1.205kg/m?

Domain size
[-8d,24d] x [—8d, 8d]

Dynamic refinement based
on velocity. Last level to
refine structure further.

Inflow from left.
Characteristic boundary
conditions [Schlaffer, 2013]
elsewhere.

2D / pU?

Cp

P

o
o

0

2 T T
Total @ LBM - hydro
@ LBM - viscous
[-.. Pressure b o
. . | ’
ale
- i I
- @ i |
e, I '
Viscous™ g @ | |
o | |
*te ! i
1
i BRG9:c;>% i
| 00l
| ° 0.
H ' @ R,
I | ®
s L L h
10 100 1000
Re = pUd / p

Base lattice 320 x 160, 3 additional levels with factors r, = 2,4, 4.

Resolution: ~ 320 points in diameter d

Computation of Cp on 400 equidistant points along circle and averaged
over time. Comparison above with [Henderson, 1995].



e Boltzmann method

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

W R
J

o

Mesh adaptation with LBM:

c.

i : I _ s
Level-wise evaluation of w; = Py

Exchange of distributions streaming across refinement interfaces

code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html
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Adaptive lattice Boltzmann method c multigrid methods
o

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

Mesh adaptation with LBM:
2
C,

i : I _ s
Level-wise evaluation of w; = Py

Exchange of distributions streaming across refinement interfaces
code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html
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Adaptive lattice Boltzmann method E etric multigrid methods

O o
Verification

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

Mesh adaptation with LBM:

2

) - [
Level-wise evaluation of w, = vTALZ)2

Exchange of distributions streaming across refinement interfaces
code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html
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Adaptive lattice Boltzmann method E etric multigrid method:
C o

Verification

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

_§%&%

VN >J ¢ ===
i
) \\, /
// ==
Mesh adaptation with LBM:
2
i : I _ <s
Level-wise evaluation of w; = Py

Exchange of distributions streaming across refinement interfaces
code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html

Advanced topics 12


code/amroc/doc/html/apps/lbm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html

lattice Boltzmann method tigrid method
oce

Verification

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

Mesh adaptation with LBM:

2

) - [
Level-wise evaluation of w, = vTALZ)2

Exchange of distributions streaming across refinement interfaces
code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html
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ttice Boltzmann method \ igrid method:

Flow over cylinder in 2d - Re = 300, u = 0.2415m/s

Isolines on refinement and distribution to processors

o)

@;\

ks
N

o

L

/.

Mesh adaptation with LBM:

2

) - [
Level-wise evaluation of w, = vTALZ)2

Exchange of distributions streaming across refinement interfaces
code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_22d_2CylinderDrag_2src_2Problem_8h_source.html
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Aerodynamics cases

Outline

Realistic aerodynamics computations
Vehicle geometries
Simulation of wind turbine wakes
Wake interaction prediction

Advanced topics 13



Aerodynamics cases
[ Je]elele}
Vehicle geometries

Wind tunnel simulation of a prototype car

Fluid velocity and pressure on vehicle

T Pseudocolor
p— Var: PRESSURE
— 10000+05 10040105 1080105 10110405 10180405

Pseudocolor
Var: IVelocity|
0000 1280 250 37.50 5000

Time=0s
Inflow 40 m/s. LES model active. Characteristic boundary conditions.

To t = 0.5 (~ 4 characteristic lengths) with 31,416 time steps on finest level in ~ 37 h on
200 cores (7389 h CPU). Channel: 15m X 5m X 3.3m

Advanced topics 14



Aerodynamics cases
[e] Jele]e]

Vehicle geometries

Mesh adaptation

Advanced topics


code/amroc/doc/html/apps/lbm_2applications_2Navier-Stokes_23d_2VehicleOnGround_2src_2Problem_8h_source.html

Vehicle geometries

MeSh ada ptatlolﬁed refinement blocks and levels (indicated by color)

> SAMR base grid 600 x 200 x 132 cells, r; »,3 = 2 yielding Refinement at t = 0.4075s

finest resolution of Ax = 3.125 mm Level Grids Cells

P Adaptation based on level set and scaled gradient of 0 11,605 15,840,000

magnitude of vorticity vector ; :1))1,2;3 124346:‘?7,988742
> 236M cells vs. 8.1 billion (uniform) at t = 0.4075s 3 21'221 52 ’388 ’336

code/amroc/doc/html/apps/1bm_2applications_2Navier-Stokes_23d_2VehicleOnGround_2src_2Problem_8h_source.html
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Aerodynamics cases
[e]e] le]e]

Vehicle geometries

Next Generation Train (NGT)

» 1:25 train model of 74,670 triangles

NGT2 model

» Wind tunnel: air at room temperature with
33.48m/s, Re = 250,000, yaw angle 30°

» Comparison between LBM (fluid air) and
incompressible OpenFOAM solvers spliter-blade

code/amroc/doc/html/apps/lbm_2applications_2Navier-Stokes_23d_2NGT2_2src_2Problem_8h_source.html
Advanced topi



code/amroc/doc/html/apps/lbm_2applications_2Navier-Stokes_23d_2NGT2_2src_2Problem_8h_source.html

Aerodynamics cases
[e]e] le]e]

Vehicle geometries

Next Generation Train (NGT)

» 1:25 train model of 74,670 triangles

NGT2 model

» Wind tunnel: air at room temperature with
33.48m/s, Re = 250,000, yaw angle 30°

» Comparison between LBM (fluid air) and
incompressible OpenFOAM solvers spliter-blade

Averaged vorticity LBM-LES Averaged vorticity OpenFOAM-LES

code/amroc/doc/html/apps/lbm_2applications_2Navier-Stokes_23d_2NGT2_2src_2Problem_8h_source.html
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Aerodynamics cases
[e]e]e] e}

Vehicle geometries

NGT model

» LBM-AMR computation with 5 additional levels,
factor 2 refinement (uniform: 120.4e9 cells)

» Dynamic AMR until T, = 34, then static for
~ 12T¢ to obtain average coefficients

» OpenFOAM simulations by M. Fragner (DLR)

Simulation Mesh CFX CFY CMX
Wind tunnel - -0.06 | -5.28 | -3.46
DDES low -0.40 | -5.45 | -3.61

3 only low 0.10 -0.04 | -0.05
LES high -0.45 | -6.07 | -4.14
DDES high -0.43 | -5.72 | -3.77
LBM - p only - -0.30 | -5.09 | -3.46

Advanced topics



Aerodynamics cases
[e]e]e] e}

Vehicle geometries

NGT model

LBM-AMR computation with 5 additional levels,
factor 2 refinement (uniform: 120.4e9 cells)

Dynamic AMR until T. = 34, then static for
~ 12T¢ to obtain average coefficients

OpenFOAM simulations by M. Fragner (DLR)

Simulation Mesh CFX CFY CMX
Wind tunnel - -0.06 -5.28 -3.46
DDES low -0.40 -5.45 -3.61
2 only low 0.10 -0.04 -0.05
LES high -0.45 -6.07 -4.14
DDES high -0.43 -5.72 -3.77
[BM - p only - 030 | 5.09 | -3.46
[BM | DDES() [ES DDES(h)
Cells 147M 34.1M 219M 219M
yT 43 3.2 1.7 1.7
xt, zt 43 313 140 140
Ax wake [mm] 0.936 3.0 1.5 1.5
Runtime [Tc] 34 35.7 103 9.2
Processors 200 80 280 280
CPU [h] 34,680 | 49,732 | 104,483 | 164,472
Tc/At 1790 1325 1695 1695
CPU [h]/Tc/IM cells | 5.61 39.75 6.4 81.36

Advanced topics 17



Vehicle geometries

NGT model

LBM-AMR computation with 5 additional levels,
factor 2 refinement (uniform: 120.4e9 cells)

Dynamic AMR until T. = 34, then static for
~ 12T¢ to obtain average coefficients

OpenFOAM simulations by M. Fragner (DLR)

Aerodynamics cases
[e]e]e] e}

Simulation Mesh CFX CFY CMX
Wind tunnel - 20.06 | -5.28 | -3.46
DDES low | -0.40 | -5.45 | -3.61
¥ only low | 010 | -0.04 | -0.05
LES high | -0.45 | -6.07 | -4.14
DDES high | -0.43 | -5.72 | -3.77
[BM - p only = 20.30 | -5.00 | -3.46
[BM | DDES()) LES DDES(h)
Cells T47M | 34.1IM 219M 219M
yT 43 3.2 1.7 1.7
xt, 2t 43 313 140 140
Ax wake [mm] 0.936 3.0 1.5 1.5 .
Runtime [Tc] 34 357 103 9.2 Adaptive LBM code 16x
Processors 200 80 280 280 faster than OpenFOAM
CPU [h] 34,680 | 49,732 | 104,483 | 164472 with PISO algorithm on
Tc/At 1790 1325 1695 1695 static mesh!
CPU [h]/Tc/IM cells | 5.61 39.75 6.4 81.36
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Aerodynamics cases
[e]e]ele] ]
Vehicle geometries

Strong scalability test (1:25 train) Time per coarse level step
T T T T I I T
Computation is restarted from disk checkpoint at 51 ¢— SAMR ||
t = 0.526408 s from 96 core run. 10 — deal
Time for initial re-partitioning removed from [ i
benchmark. g r 1
200 coarse level time steps computed. i | |
Regridding and re-partitioning every 2nd level-0 step.
Computation starts with 51.8M cells (13: 10.2M, 12: 10! | .
15.3M, I1: 21.5M, 10= 4.8M) vs. 19.66 billion [ ‘ L L1
(uniform). 48 96 192 288384 576 768
Portions for parallel communication quite CPUs
considerable (4 ghost cells still used).
Time in % spent in main operations

Cores 48 96 192 288 384 576 768

Time per step 132.43s 69.79s 37.47s 27.12s 21.91s 17.45s 15.15s

Par. Efficiency 100.0 94.88 88.36 81.40 75.56 63.24 54.63

LBM Update 5.91 5.61 5.38 4.92 4.50 3.73 3.19

Regridding 15.44 12.02 11.38 10.92 10.02 8.94 8.24

Partitioning 4.16 2.43 1.16 1.02 1.04 1.16 1.34

Interpolation 3.76 3.53 3.33 3.05 2.83 2.37 2.06

Sync Boundaries 54.71 59.35 59.73 56.95 54.54 52.01 51.19

Sync Fixup 9.10 10.41 12.25 16.62 20.77 26.17 28.87

Level set 0.78 0.93 1.21 1.37 1.45 1.48 1.47

Interp./Extrap. 3.87 3.81 3.76 3.49 3.26 2.75 2.39

Misc 2.27 1.91 1.79 1.67 1.58 1.38 1.25
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Aerodynamics cases
@00

Simulation of wind turbine wakes

Motion solver

Based on the Newton-Euler method solution of dynamics equation of kinetic chains
[Tsai, 1999]

( F ) _ ( ml —m[c]* ) <ap) N < mlw]* [w]*c >
7p/)  \mle]lem  —mlc]*[c]* ] \ [w]* (lem — m[e]*[e]*)w )~
m = mass of the body, 1 = the 4x4 homogeneous identity matrix,

ap = acceleration of link frame with origin at p in the preceding link's frame,
lem = moment of inertia about the center of mass,

w = angular velocity of the body,

o = angular acceleration of the body,

c is the location of the body’s center of mass,

and [c]* , [w]* denote skew-symmetric cross product matrices.

Advanced topics



Aerodynamics cases
@00

Simulation of wind turbine wakes

Motion solver

Based on the Newton-Euler method solution of dynamics equation of kinetic chains
[Tsai, 1999]

(TFP> N (m[cr]nxllcm —n:[rnd[gllzlx) (E’) " <[wlx(lrcnngw—]xn[:[‘;]]?[:01x)“’> '

m = mass of the body, 1 = the 4x4 homogeneous identity matrix,

ap = acceleration of link frame with origin at p in the preceding link's frame,
lem = moment of inertia about the center of mass,

w = angular velocity of the body,

o = angular acceleration of the body,

c is the location of the body’s center of mass,

and [c]* , [w]* denote skew-symmetric cross product matrices.

Here, we additionally define the total force and torque acting on a body,
F= (FFSI + Fprescribed) . cxyz and

T = (TFs1 + Tprescribed) - Ca g~ respectively. LJ

Where Cyxy; and C,p~ are the translational and rotational constraints,
respectively.
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mann method Aerodynamics cases netric multigrid method
L]

Simulation of wind turbine wakes

Simulation of a single turbine

Preudocoior
Ve e
o "

—1875.
1050
5280

000
Max: 2338
Min: 005295

-y

Advanced topics

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.

Ground considered.
Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.
Simulation domain 200 m x 100 m X 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30s computed.




nultigrid methods

namics cases
oe

tzmann method

on of wind turbine wakes

Simulation of a single turbine

Pseudocolor
Vs Velaiy|
[

—1878
— 1050
5280

000
Max: 2338
Min: 0005295

-

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.

Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.

Simulation domain 200m x 100 m x 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and

tower Ax = 3.125cm.
141,344 highest level iterations to te = 30 s computed.

G
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|
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metric multigrid methods

Aerodynamics cases
L]

Itzmann method

Simulation of wind turbine wakes

Simulation of a single turbine

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.

Ground considered.
Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.

Simulation domain 200m x 100 m x 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30 s computed.
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metric multigrid methods

Aerodynamics cases
L]

Itzmann method

Simulation of wind turbine wakes

Simulation of a single turbine

i |
\ \ ErE
| i
ez i
-1575 LTS
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L T \
msEes
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Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.
Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.

Simulation domain 200m x 100 m x 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30 s computed.
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nultigrid methods

tzmann method namics cases
oe

on of wind turbine wakes

Simulation of a single turbine

Pseudocolor
Vs Velaiy|
[

—1878
— 1050
5280

000
Max: 2338
Min: 0005295

-

Advanced topics

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.
Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.

Simulation domain 200m x 100 m x 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30 s computed.
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Itzmann method Aerodynamics cases metric multigrid methods
L]

Simulation of wind turbine wakes

Simulation of a single turbine

Pseudocolor
Vs Velaiy|
[

—1878
— 1050
5280

000
Max: 2338
Min: 0005295

-

Advanced topics

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.
Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.

Simulation domain 200m x 100 m x 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30 s computed.
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tzmann method namics cases nultigrid methods
oe

on of wind turbine wakes

Simulation of a single turbine

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.
Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.
Simulation domain 200 m x 100 m X 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30s computed.

Pseudocolor
Vo (Velagity!
A

—1875

.;\TH

1050

5280

000
Max: 2338
Min: 005295

-

SEEE
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tzmann method namics cases nultigrid methods
oe

on of wind turbine wakes

Simulation of a single turbine

Geometry from realistic Vestas V27 turbine. Rotor diameter 27 m, tower height ~ 35 m.
Ground considered.

Prescribed motion of rotor with 15 rpm. Inflow velocity 7 m/s.
Simulation domain 200 m x 100 m X 100 m.

Base mesh 400 x 200 x 200 cells with refinement factors 2,2,4. Resolution of rotor and
tower Ax = 3.125cm.

141,344 highest level iterations to te = 30s computed.
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odynamics cases

[e]e] J
Simulation of wind turbine es

Adaptive refinement

Time=6.65651 sec

Dynamic evolution of refinement blocks (indicated by color).
code/doc/html/capps/motion-amroc_2WindTurbine__Terrain_2src_2FluidProblem_8h_source.html,
code/doc/html/capps/motion-amroc_2WindTurbine__Terrain_2src_2SolidProblem_8h_source.html,

code/doc/html/capps/Terrain_2src_2Terrain_8h_source.html



code/doc/html/capps/motion-amroc_2WindTurbine__Terrain_2src_2FluidProblem_8h_source.html
code/doc/html/capps/motion-amroc_2WindTurbine__Terrain_2src_2SolidProblem_8h_source.html
code/doc/html/capps/Terrain_2src_2Terrain_8h_source.html

Aerodynamics cases
®0000000

Wake interaction prediction

Simulation of the SWIFT array

> Three Vestas V27 turbines. 225 kW power generation at wind speeds 14 to
25m/s (then cut-off)

Prescribed motion of rotor with 33 and 43rpm. Inflow velocity 8 and 25 m/s
TSR: 5.84 and 2.43, Re, =~ 919,700 and 1,208,000
Simulation domain 448 m x 240 m x 100 m

Base mesh 448 x 240 x 100 cells with
refinement factors 2,2,4. Resolution of
rotor and tower Ax = 6.25cm

vV vyyVvYyy

> 94,224 highest level iterations to te = 40s
computed, then statistics are gathered for
10s [Deiterding and Wood, 2015]

NoRTH

y

wesT ” 25045 6% s EAST
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Aerodynamics cases

O@000000
Wake interaction prediction

Wake propagation through array — 25 m/s_, 43 rpm

On 288 cores Intel Xeon-lvybride 10s in 38.5h (11,090 h
CPU)

Only levels 0 and 1 used for iso-surface visualization

At t. approximately 140M cells used vs. 44 billion (factor 315)

Only levels 0 and 1 used for iso-surface visualization

Advanced topics

Level Grids Cells
0 3,234 10,752,000
1 11,921 21,020,256
2 66,974 | 102,918,568
3 896 5,116,992




Aerodynamics cases
[e]e] le]elelele]

Wake interaction prediction

Vorticity generation - u = 25m/s, 43rpm

D ——r
Time=37.9013 sec

> Refinement of wake up to level 2 (Ax = 25 cm).

Advanced topics 24



Aerodynamics cases
[e]e] le]elelele]

Wake interaction prediction

Vorticity generation - u = 8m/s, 33rpm

——
Time=37.358 sec

Refinement of wake up to level 2 (Ax = 25cm).
Vortex break-up before 2nd turbine is reached.

Advanced topics 24



Aerodynamics cases
[e]e]e] lelelele]

Wake interaction prediction

Vorticity development - u = 8m/s, 33rpm

Advanced topics 25



Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

—
Time=6.11312 sec

Advanced topics 26



Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

—
Time=12.9055 sec

Advanced topics 26



Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

—

Time=19.6978 sec
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Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

Time=26.4902 sec
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Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

Time=33.2825 sec
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Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

Time=40.0749 sec
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Aerodynamics cases
[e]e]ee] lelele]

Wake interaction prediction

Refinement v = 8m/s, 33rp1

Time=46.8673 sec

Advanced topics 26



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=4.75465 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=5.43389 sec
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Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=6.11312 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=6.79236 sec
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Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=7 47159 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=8.15083 se¢

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=8.83006 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=9.5093 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=12.9065 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=16.3017 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=19.6978 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=23.094 sec

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=26.4902 se¢:

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=29.8864 seg:

Advanced topics 27



Aerodynamics cases
O0000e00

Wake interaction prediction

Wake refinement behind a leading turbine

Time=33.2825 sec

Advanced topics 27



Aerodynamics cases
Wake interaction prediction

000000 @0

Axial velocity - u = 8m/s, 33rpm

Pseudocolor
Var, Velocity_u
6.625

- 3.250

-——O 1250

Time=0sec

Advanced topics
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Aerodynamics cases
O000000e

Wake interaction prediction

Mean point values

u=25m/s, 43 rpm, TSR=2.43

Turbines located at (0,0, 0), ThoeeLs i > Y y'g.""
(135,0,0), (—5.65,80.80,0) 09t LU
Lines of 13 sensors with -~ 08f N
Ay =5m, z=37m (approx. 2 o7l
center of rotor) N
u and p measured over 05}
[405s,505s] (1472 level-0 time 04 ‘ o ‘ ‘ ‘
steps) and averaged 40 -20 0 20 40 60 80 100 120
y[m]
11 u=8m/s, 33rpm, TSR=5.84
18R i Faug et
09 f ) . f
08 | . i
T orf ° p
3 oer 1
05 f % g i
04 f 1
03t 1
02¢ ‘ g ‘ ‘ ‘ ]
40 20 0 20 40 60 120
y[m]

Velocity deficits larger for higher TSR.
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Aerodynamics cases
O000000e

Wake interaction prediction

Mean point values

u=25m/s, 43 rpm, TSR=2.43
T

Turbines located at (070’0)Y 1+ u_a«qﬂ_b._._w.*u_‘l 4_._._15_._._._._:;_’.‘_’5 1
(135,0,0), (—5.65,80.80,0) 09 - o 1
Lines of 13 sensors with = 08 1
Ay =5m, z=37m (approx. < o7t J
center of rotor) °
06 1
u and p measured over 05} x=-som —— |
[405s,505s] (1472 level-0 time 0a ‘ ‘ ‘ ‘ ‘ X=100m -xc-
steps) and averaged 40 -20 0 20 40 60 80 100 120
y[m]
11 u=8m/s, 33rpm, TSR=5.84
1 ey Foxyey {xx* - *owex |
09 - : 4 1
08 - P ; XA i
I o7t : e 1
Ed
3 o06f —
> 05t 1
04 ,
L x=-50m —— |
03 x=50m
02 . . . . . }=100m —x
40 20 0 20 40 60 8 100 120

yIm]
Velocity deficits larger for higher TSR.

Velocity deficit before 2nd turbine more homogenous.
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Aerodynamics cases
O000000e

Wake interaction prediction

Mean point values

u=25m/s, 43 rpm, TSR=2.43
T T T T

15 : : :
Turbines located at (0,0, 0), 0F e e
(135,0,0), (—5.65,80.80,0) 5f
OF ., * )
Lines of 13 sensors with = 5F B B . ek
o X K KW
Ay =5m, z=37m (approx. = 1o Foxen 1
o 45 | 4
center of rotor)
20 | i
u and p measured over 25 x=50m —— 1
. -30 =
[405s,505s] (1472 level-0 time P ‘ ‘ ‘ ‘ ‘ X=100m -x-
steps) and averaged -40 -20 0 20 40 60 80 100 120
y[m]
u=8m/s, 33rpm, TSR=5.84
R N
) S——— 1
_ Kooy KKk — xx
& * * P
£
a
x=-50m ——
-5 x=50m 1
L L L L L \x:100m\ o
40 20 0 20 40 60 80 100 120
ym]

Velocity deficits larger for higher TSR.
Velocity deficit before 2nd turbine more homogenous.
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Example
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Adaptive geometric multigrid methods
000
Linear iterative methods for Poisson-type problems

Poisson equation

Aq(x) = Y(x), x€e QCRY, qeC*Q), ¢ CQ)
q = Y'(x), x€aQ
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Adaptive geometric multigrid methods
000
Linear iterative methods for Poisson-type problems

Poisson equation

Aq(x) = Y(x), x€e QCRY, qeC*Q), ¢ CQ)
q = Y'(x), x€aQ

Discrete Poisson equation in 2D:

Qit1,k —2Qik + Qj—1,k n Qjk+1 — 2Qjk + Qjk—1
Ax? Ax2

= Yk
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Adaptive geometric multigrid methods
000

Linear iterative methods for Poisson-type problems

Poisson equation

P(x), x€eQCRY, qeC*Q), v eCQ)

Aq(x) =
P (x), x€0Q

q
Discrete Poisson equation in 2D:
Qir1k —2Qu + Qj—1.k | Qjrr1 —2Qu + Q-1
+ = Yk

2 2
Ax; Ax;
Operator
1
AQ Y= L (& +-2) L | Qlayxex) =
Ax1,Axp ) — Axlz Axlz Xzz Ax22 1,j5X2,k) — WYjk
1
Ax22
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Adaptive geometric multigrid methods
000

Linear iterative methods for Poisson-type problems

Poisson equation

P(x), x€eQCRY, qeC*Q), v eCQ)

Aq(x) =
P (x), x€0Q

q
Discrete Poisson equation in 2D:
Qir1k —2Qu + Qj—1.k | Qjrr1 —2Qu + Q-1
+ = Yk

2 2
Ax; Ax;
Operator
1
A(Q ) — 1 242 1 Q( . ) =
Ax1,Axy ) — Axlz Axlz Xzz A X1,j5, X2,k) = Vjk
1
Ax22

1
Qix = - [(Qj+1,k 4+ Q-1.6)A% + (Q ki1 + Qjk—1)AxF — AX12AX22¢J'/<]

. 20X 4 213
thg =" 2502
with @ Axlex22
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(o] le]

Linear iterative methods for Poisson-type problems

lterative methods
Jacobi iteration

m 1 m m m m
Q; = p [(Qj+1,k + ijl,k)AXZZ +(Qk+1 + Qj7k71)AX12 - AX12AX22¢J'/<]
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Adaptive geometric multigrid methods
(o] le]
Linear iterative methods for Poisson-type problems

[terative methods

Jacobi iteration
m 1 m m m m
Q; = p [(Qj+1,k + ijl,k)AXZZ +(Qk+1 + Qj7k71)AX12 - AX12AX22¢J'/<]

Lexicographical Gauss-Seidel iteration (use updated values when they become
available)

Qi =~ [(Qaw+ QIER)ARS + (Qfln + QUDAK — A Ay

Q=
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Adaptive geometric multigrid methods
(o] le]

Linear iterative methods for Poisson-type problems

Iterative methods
Jacobi iteration
m 1 m m m m
Q; = p [(Qj+1,k + ijl,k)AXZZ +(Qk+1 + Qj7k71)AX12 - AX12AX22¢J'/<]

Lexicographical Gauss-Seidel iteration (use updated values when they become
available)

m 1 m m m m
Q= p [(Qj+1,k + QA% + (@it + Q) AX — AX%AXZQQW}

Efficient parallelization / patch-wise application not possible!
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Linear iterative methods for Poisson-type problems

Adaptive geometric multigrid methods
(o] le]

[terative methods

Jacobi iteration

m 1 m m m m
Q; = p [(Qj+1,k + ijl,k)AXZZ +(Qk+1 + Qj7k71)AX12 - AX12AX22¢J'/<]

Lexic

ographical Gauss-Seidel iteration (use updated values when they become

available)

m 1 m m- m m
=1 [(Qjﬂvk + QAKX + (Qes + QL) AR — Afoxgzpjk]

Efficient parallelization / patch-wise application not possible!

Checker-board or Red-Black Gauss Seidel iteration

Advanced topics

m 1 m m m m
Qitt== |:(Qj+1,k + QT 1K)AK + (Qkr + QT 1)AX — AXIZAXSka}

J
for j+ kmod2=0

m 1 m m m m
Q; == [(Qj-&,lk + Qj-?k)AXg + (Qj,ljrﬁ—ll + Qj,kJr—ll)AXl2 - AXIQAX;%"‘}

forj+kmod2=1



Adaptive geometric multigrid methods
(o] le]

Linear iterative methods for Poisson-type problems

[terative methods

Jacobi iteration

m 1 m m m m
Q= p [(Qj+1,k + ijl,k)AXZZ +(Qk+1 + Qj7k71)AX12 - AX12AX22¢J'/<]

J

Lexicographical Gauss-Seidel iteration (use updated values when they become
available)

m 1 m m- m m
=1 [(Qjﬂvk + QAKX + (Qes + QL) AR — Afoxfzpjk]

Efficient parallelization / patch-wise application not possible!

Checker-board or Red-Black Gauss Seidel iteration

m 1 m m m m
Qitt== |:(Qj+1¢k + QT 1K)AK + (Qkr + QT 1)AX — AXIZAXSka}

J
for j+ kmod2=0

m 1 m m m m

Qi = o [(Qjﬁ,lk +QT)AR + (Qh + Q) A — AXIQAX?ZW}
forj+kmod2=1

Gauss-Seidel methods require ~ 1/2 of iterations than Jacobi method, however,

iteration count still proportional to number of unknowns [Hackbusch, 1994]
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Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver

Q" =8(Q",v,v)
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ocoe

Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver
QT =8(Q",¥,v)

Defect after m iterations
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Adaptive geometric multigrid methods
ocoe
Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver

QT =8(Q",¥,v)
Defect after m iterations
d" =9 - AQ™)
Defect after m + v iterations
dm+1/ — w _ A(Qm+u) — d) _ A(Qm + Vz,/n) _ drn _ A(Vl',n)
with correction
v, =8(0,d™,v)
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Adaptive geometric multigrid methods
ocoe

Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver
QT =8(Q",¥,v)
Defect after m iterations
d" =9 - AQ™)
Defect after m + v iterations
dm+1/ — w _ A(Qm+u) — d) _ A(Qm + Vz,/n) _ drn _ A(Vl',n)

with correction
v, =8(0,d™,v)
Neglecting the sub-iterations in the smoother we write

Qn+1:Qn+v:Qn+S(dn)
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Adaptive geometric multigrid methods
ocoe

Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver
QT =8(Q",¥,v)

Defect after m iterations

d" =1 — A(QM)
Defect after m + v iterations

dm+1/ — w _ A(Qm+u) — d) _ A(Qm + Vz,/n) _ drn _ A(Vl',n)

with correction

v, =8(0,d™,v)
Neglecting the sub-iterations in the smoother we write

Qn+1:Qn+V2Qn+S(dn)

Observation: Oscillations are damped faster on coarser grid.
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Adaptive geometric multigrid methods
ocoe

Linear iterative methods for Poisson-type problems

Smoothing vs. solving

v iterations with iterative linear solver
QT =8(Q",¥,v)

Defect after m iterations

d" =1 — A(QM)
Defect after m + v iterations

dm+1/ — w _ A(Qm+u) — d) _ A(Qm + Vz,/n) _ drn _ A(Vl',n)

with correction

v, =8(0,d™,v)
Neglecting the sub-iterations in the smoother we write

Qn+1:Qn+V2Qn+S(dn)

Observation: Oscillations are damped faster on coarser grid.

Coarse grid correction:
Q" =Q"+v=Q"+PSR(d")

where R is suitable restriction operator and P a suitable prolongation operator

Advanced topics 33
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[ 1o}
Multi-level algorithms

Two-grid correction method

Relaxation on current grid:
Q=35(Q"¢,v)
+

Q" =Q+PS(0, - m)R(¥ — AQ))

Advanced topics 34



Adaptive geometric multigrid methods
[ 1o}
Multi-level algorithms

Two-grid correction method

Relaxation on current grid:

Q=5(Q"v,v)

Q" = Q+PS(0, -, )R(Y — A(Q))
Algorithm:
Q= S(Q" %, v)
d:=1¢— AQ)
dc :=R(d)
Ve i= ‘S(Oa dCa N)
v i="P(v)
QM i=Q+v
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Adaptive geometric multigrid methods
[ 1o}
Multi-level algorithms

Two-grid correction method

Relaxation on current grid:

Q=38(Q"¢v)
Q" = Q+PS(0, -, )R(Y — A(Q))

Algorithm: with smoothing:
Q:=8(Qb,v)  d:=v—AQ)
d:=v¢— AQ) v:=38(0,d,v)

r:=d— A(v)
dc :=R(d) dc == R(r)
ve :=8(0,d., 1) ve :=8(0,dc, )
v i="P(v) vi=v+P(v)
QIH»I ::O+V Qn+1 ::Q+V
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Adaptive geometric multigrid methods
[ 1o}
Multi-level algorithms

Two-grid correction method

Relaxation on current grid:

Q=38(Q"v,v)
Q" = Q+PS(0, -, )R(Y — A(Q))

Algorithm: with smoothing: with pre- and post-iteration:
Q=8(Q"w,v)  d:=¢—AQ) d:=v—AQ)
d:=v¢— AQ) v:=38(0,d,v) v :=S8(0,d, 1)

r:=d— A(v) r:=d— A(v)
dc :=R(d) dc == R(r) dec == R(r)
ve :=8(0,d., 1) ve :=8(0,dc, ) ve :=8(0,dc, )
v i="P(v) vi=v+P(v) vi=v+P(v)
Q" =Q+v QM =Q+v d:=d— A(v)

ri= S(O,d,yz)
QM =Q+v+r

[Hackbusch, 1985]
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oe
Multi-level algorithms

Multi-level methods and cycles

V-cycle
y=1
2-grid

K
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oe
Multi-level algorithms

Multi-level methods and cycles

V-cycle 3—grid
y=1
2-grid

P Y
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oe
Multi-level algorithms

Multi-level methods and cycles

4-grid
V-cycle 3-grid
=1

RV
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Adaptive geometric multigrid methods
oe
Multi-level algorithms

Multi-level methods and cycles

4-grid
V-cycle 3-grid
7=1
2-grid @? @?
W-cycle

vt
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Adaptive geometric multigrid methods
oe

Multi-level algorithms

Multi-level methods and cycles
4-grid

V-cycle 3-grid
=1

RV

= Y Sy

[Hackbusch, 1985] [Wesseling, 1992] ...
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Adaptive geometric multigrid methods
®00000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D

1D Example: Cell j, v —V-Vg=0

1 1 1
d = Ly (E(Qj{ﬂ - Q) - TXI(QJ( - Qj/_1)>
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Adaptive geometric multigrid methods
®00000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D

1D Example: Cell j, v —V-Vg=0
1 1 / I 1 / / 1 gyl
di = wj—rxl (E(Qj+1 - Q) - E(Qj - Qj—l)) = Ax (Hj+% Hj—%)

H is approximation to derivative of Q'.

Advanced topics 36



Adaptive geometric multigrid methods
®00000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D

1D Example: Cell j, v —V-Vg=0

1 1 1 1
d =vi- 5 (E(Q}H el o}_l)) = a (Mg —H

AX/

H is approximation to derivative of Q'.
Consider 2-level situation with r4; = 2:

I+1 1+1 I+1
w—1 w Qw+1

! / /
j—1 Qj j+1

Advanced topics
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®00000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D

1D Example: Cell j, v —V-Vg=0

1 1 1 1
& =t g (e (@ = @) = (@~ @) =i o (g~ 1y

AX/

H is approximation to derivative of Q'.
Consider 2-level situation with r4; = 2:

I+1 1+1 I+1
w—1 w Qw+1

1+1 1+1
Hw—— Hw+l
2 2
H !y
............................ . e
[ [ I ]
/ / !
i—1 Q; j+1

Advanced topics
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®00000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D
1D Example: Cell j, v —V-Vg=0

I 1 1 I I 1 I / 1 I I
dj = wj—rxl (E(Qj+1 - Q) - E(Qj - Qj—l)) = "”f_AT, (Hj+% - Hj—%)

H is approximation to derivative of Q'.
Consider 2-level situation with r4; = 2:

I+1 1+1 I+1
w—1 w Qw+1

T R I Solution needs to be continuously dif-
HAH [ R ferentiable across interface.

w—1 wt 1 .
2 : Easiest approach: H'*!, = H' |
w5 =3
H/ Il
i-3 +3
[ [ I ]
I I /
i1 Q; i1
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Adaptive geometric multigrid methods
®00000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D

1D Example: Cell j, v —V-Vg=0

/ 1 1 / 1 / 1 I 1
G =i~ ac | A (@ = Q) — 2 (@ = Q) ) =¥—7x 0 (Hj+% - Hj—%)
H is approximation to derivative of Q'.
Consider 2-level situation with r4; = 2:

I+1 1+1 I+1
w—1 w Qw+1

T R I Solution needs to be continuously dif-
HAH [ R ferentiable across interface.

w—1 wt 1 .
2 : Easiest approach: H'*!, = H' |
w5 =3
H/ Il
i-3 +3
[ [ I ]
I I /
i1 Q; i1

No specific modification necessary for 1D vertex-based stencils, cf.
[Bastian, 1996]
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O@0000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

+1
Set HW+% = Hz.
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O@0000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1
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Adaptive geometric multigrid methods
O@0000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1

from which we readily derive
Q= —QJ +3 o’“

for the boundary cell on / + 1.
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Adaptive geometric multigrid methods
O@0000

Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1

from which we readily derive
Q= —QJ +3 o’“

for the boundary cell on / 4+ 1. We use the flux correction procedure to enforce
Hl++11 = H' | and thereby Hj/ = Hr.
w2

1 1
2 2
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Adaptive geometric multigrid methods
O@0000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1

from which we readily derive

Quth = —QJ +2 o’“

for the boundary cell on / 4+ 1. We use the flux correction procedure to enforce
H*' = H' | and thereby H' |, = Hr.
w35 J—3 =3
Correction pass [Martin, 1998]
SHY = —H!
J=y

1
2
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Adaptive geometric multigrid methods
O@0000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AM+1 5AM+1

from which we readily derive

Quth = —QJ +2 o’“

for the boundary cell on / 4+ 1. We use the flux correction procedure to enforce
H1 — gyl [
Hw+% = Hj,% and thereby Hj,; = Hz.

2

Correction pass [Martin, 1998]
5HJ.’j = —H

1
2

3
5Hj’j1- 6H’+ +H*Y = —H 1+(QJ{—Q‘I;’1)/§AXH1

+1 J—3
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Adaptive geometric multigrid methods
O@0000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1

from which we readily derive

Qﬁh——@+ Lo

for the boundary cell on / 4+ 1. We use the flux correction procedure to enforce
H1 — gyl [
Hw+% = Hj,% and thereby Hj,; = Hz.

2

Correction pass [Martin, 1998]

5H.’j =—H .,
J 2
5Hj’f1 : 6H’+ + H’+1 = Hj'_% +(Q - QQ“)/%AM+1
v I 1 I+1
¢:¢+A6%1
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Adaptive geometric multigrid methods
O@0000
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries in 1D I

Set H'™', = Hz. Inserting Q gives
w3

I+1 I+1 / I+1
QW+1 QJ - QW
- 3
AX/+1 §AX1+1

from which we readily derive

Qﬁh——@+ Lo

for the boundary cell on / 4+ 1. We use the flux correction procedure to enforce
H1 — gyl [
Hw+% = Hj,% and thereby Hj,; = Hz.

2

Correction pass [Martin, 1998]

SHT = —H!
J=3 2
5Hj’f1 : 6H’+ +H’+1 = Hj'_% JF((\)J!_(,)LV“)/%AX,+1
v / 1 I+1
d = dj + T 0HTy
yields

v 1 1
dj/ = — E (TXI(QJ{+1 - QJ{) 3Ax, (Q QIH))
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[e]e] lele]e)
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries: 2D

1+1
Qv,wfl = +

Ql+l
vw
o
. o
......... ‘IO .
jk
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[e]e] lele]e)
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries: 2D

1+1
Qv,wfl = +

Ql+l
........ Q?I(\K\_/.
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Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries: 2D

Ql+l
........ Q?I(\K\_/.

Advanced topics

Adaptive geometric multigrid methods

Q

[e]e] lele]e)

1+1 _
v,w—1 —

+

3 1
(Z Q'Ik + 2 Q}+1,k>



Adaptive geometric multigrid methods

[e]e] lele]e)
Multigrid algorithms on SAMR data structures

Stencil modification at coarse-fine boundaries: 2D

1
Q\I/Tvifl :gQ\//vtl‘f'
2 /3 1
.......... 3 ZQ"HZQJ!“*)

I+1
va
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Multigrid algorithms on SAMR data structures

Adaptive geometric multigrid methods
[e]e] lele]e)

Stencil modification at coarse-fine boundaries: 2D

I+1
vw

Advanced topics

1
Q\I/Tvifl :gQ\//vtl‘f'
2/(3 ., 1
3 ZQ'k + ZQHM)
In general:
Q= (1- 2 Q4
v,w—1 ria1 + 1 vw
2

1 +1 <(1 - f)QJ(k + fQJ{“’k)

with

, .
X141 — X{,/

f =
AXL/
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Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
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Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d' = 9! — A(Q') on each grid G, of level /
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[e]e]e] lele)

Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d’' = ¢/ — A(Q') on each grid G of level /
Computation of correction v/ = S(0, d', v) on each grid of level /
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[e]e]e] lele)
Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d’' =1/ — A(Q') on each grid G of level /
Computation of correction v/ = S(0,d’, v) on each grid of level /

Boundary (ghost cell) operators
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[e]e]e] lele)
Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d’' =1/ — A(Q') on each grid G of level /
Computation of correction v/ = S(0,d’, v) on each grid of level /

Boundary (ghost cell) operators

Synchronization of Q' and v/ on 3,1
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[e]e]e] lele)
Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d' = 1/) A(Q ) on each grid G, of level /
Computation of correction v/ = S(0,d’, /) on each grid of level /

Boundary (ghost cell) operators

Synchronization of Q' and v/ on 5}
Specification of Dirichlet boundary
conditions for a finite volume
discretization for Q' = w and v/ = w
on P,
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[e]e]e] lele)
Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
Application of defect d' = 1/) A(Q ) on each grid G, of level /
Computation of correction v/ = S(0,d’, /) on each grid of level /

Boundary (ghost cell) operators

Synchronization of Q' and v/ on 5}
Specification of Dirichlet boundary
conditions for a finite volume
discretization for Q' = w and v/ = w
on P,

Specification of v/ =0 on I}
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Adaptive geometric multigrid methods
[e]e]e] lele)
Multigrid algorithms on SAMR data structures

Components of an SAMR multigrid method

Stencil operators
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Adaptation criteria
E.g., standard restriction to project solution on 2x coarsended grid,
then use local error estimation
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Components of an SAMR multigrid method

Stencil operators
Application of defect d' = 7/)’ A(Q’) on each grid G, of level /
Computation of correction v/ = S(0,d’, /) on each grid of level /

Boundary (ghost cell) operators

Synchronization of Q' and v/ on 5}

Specification of Dirichlet boundary 2= @
conditions for a finite volume w
discretization for Q' = w and v/ = w Q

on P/ . + | | |
Specification of v/ =0 on T} ‘ Qg w-g
Specification of Q) = (n=1)Q"'+20' vj —v;

s
on I}

Coarse-fine boundary flux accumulation and application of §H't1 on defect d'

Standard prolongation and restriction on grids between adjacent levels

Adaptation criteria

E.g., standard restriction to project solution on 2x coarsended grid,
then use local error estimation

Looping instead of time steps and check of convergence
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Multigrid algorithms on SAMR data structures
Additive geometric multigrid algorithm

AdvanceLevelMG(/) - Correction Scheme

Set ghost cells of Q'

Calculate defect d' from Q',¢' d = —A(Ql)

If (/< /max)
Calculate updated defect r'™* from v'*',d'*! ri=d — AT
Restrict d'*' onto d' d' =R (r")

Do v smoothing steps to get correction v’ vii=8(0,d',11)

If (/ > lmin)

Do v>1 times
AdvancelLevelMG(/ — 1)
Set ghost cells of vt

Prolongate and add v/~! to v/ vii= v P (VY
If (12>0)
Set ghost cells of v/
Update defect d' according to v/ d =d — A\
Do v, post-smoothing steps to get r’ r=8\', d )
Add addional correction r' to v/ vii=V/ + I

Add correction v' to Q' Q=@ +
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Multigrid algorithms on SAMR data structures

Additive Geometric Multiplicative Multigrid Algorithm

Start - Start iteration on level /max

For | = Imax Downto /min +1 Do
Restrict Q' onto Q!

Regrid(0)

AdvanceLevelMG (/max)

See also: [Trottenberg et al., 2001], [Canu and Ritzdorf, 1994]
Vertex-based: [Brandt, 1977], [Briggs et al., 2001]
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Example

Example

On Q =[0,10] x [0, 10] use hat

w:

function

_A,,cos<%) . r<Ra

0

elsewhere

with r = /(x1 — Xa)2 + (x2 — Y7)?
to define three sources with

Advanced topics

n A, R, Xn Y,
1 0.3 03 | 65 | 8.0
2 0.2 03|20 | 7.0
3 ]-011] 04| 70| 3.0
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Example
Example
On Q =[0,10] x [0, 10] use hat
function
b= —A,,cos(E) , r<Rs

0 elsewhere

with r = /(x1 — Xa)2 + (x2 — Y7)?
to define three sources with

n An R, | Xu Yn
1 0.3 0.3 6.5 | 8.0
2 0.2 03|20 | 7.0
3 ] -0.1 04 | 70 | 3.0 .
128 x 128 1024 x 1024 1024 x 1024
Imax 3 0 0
Imin -4 -7 -4
v 5 5 5
v 5 5 5
V-Cycles 15 16 341
Time [sec] 9.4 27.7 563

Stop at ||d'|[max < 1077 for [ >0, v =1, =2
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Adaptive geometric multigrid methods
L]

Some comments on parabolic problems

Advanced topics

Consequences of time step refinement
Level-wise elliptic solves vs. global solve

If time step refinement is used an elliptic flux correction is
unavoidable.

The correction is explained in Bell, J. (2004). Block-structured
adaptive mesh refinement. Lecture 2. Available at
https://ccse.Ibl.gov/people/jbb/shortcourse/lecture2.pdf.


https://ccse.lbl.gov/people/jbb/shortcourse/lecture2.pdf
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