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Adaptive lattice Boltzmann method
®00000
Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
O:f +u-VFf=w(f—f)
Kn = Ir/L < 1, where Ir is replaced with Ax

Weak compressibilty and small Mach number assumed

Assume a simplified phase space
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Is based on solving the Boltzmann equation with a simplified collision operator
O:f +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space

Equation is approximated with a splitting approach.

1.) Transport step solves difo + €4 - Vo =0

Operator: T: fo(x + eaAt, t + At) = fu(x, t)

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part I



Adaptive lattice Boltzmann method
®00000
Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
O:f +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space

Equation is approximated with a splitting approach.

1.) Transport step solves difo + €4 - Vo =0

Operator: T: fo(x + eaAt, t + At) = fu(x, t)

p(x,t) = i fa(x,t), p(x, t)ui(x,t) = i eqifa(x, t)
a=0

a=0
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®00000
Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
O:f +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space

Equation is approximated with a splitting approach.

1.) Transport step solves difo + €4 - Vo =0 5 3 4
Operator: T: fo(x + eaAt, t + At) = fu(x, t)
8 8 2 0 1
p(X, t) = Zfa(xv t)a p(X, t)Ui(X, t) = Zeaifa(xv t)
a=0 a=0
8 6 7

Discrete velocities:
€y = (0,0),61 = (1,0)C,€2 = (_17O)Cae3 = (07 1)C,€4 = (1’ 1)C7
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Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
O:f +u-VFf=w(f—f)

Kn = Ir/L < 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space

Equation is approximated with a splitting approach.

1.) Transport step solves difo + €4 - Vo =0 5 3 4
Operator: T: fo(x + eaAt, t + At) = fu(x, t)
8 8 2 0 1
p(X, t) = Zfa(xv t)a p(X, t)Ui(X, t) = Zeaifa(xv t)
a=0 a=0
8 6 7

Discrete velocities:
€y = (0,0),61 = (1,0)C,€2 = (_17O)Cae3 = (07 1)C,€4 = (1’ 1)C7

A .
c= —X, Physical speed of sound: ¢; =

<
At V3
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®00000
Construction principles

Approximation of Boltzmann equation

Is based on solving the Boltzmann equation with a simplified collision operator
Of +u-VFf=w(f—f)
Kn = Ir/L <« 1, where Ir is replaced with Ax
Weak compressibilty and small Mach number assumed
Assume a simplified phase space
Equation is approximated with a splitting approach.

1.) Transport step solves d:fy + €4 - Vo =0 . X 7”
Operator: T' fo(Xx + e At, t + At) = fo(x, t) S ,{
AN ol 18
p(x, t) Zf (x,t), p(x, t)ui(x, t) = Zea, a(x,t) — AN
s (H] \

Discrete velocities:

0, a=0,
e. = ¢ (+£1,0,0)c, (0,+1,0)c, (0,0, +1)c, a=1,...,6,
(£1,+1,0)c, (£1,0,+1)c, (0, £1,+1)c, a=7,...,18,
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Adaptive lattice Boltzmann method
O@0000
Construction principles

Approximation of equilibrium state

2.) Collision step solves 9:f, = w(fs? — f)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?;q(-, t+ At) — fu(, t+ At))
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O@0000
Construction principles

Approximation of equilibrium state

2.) Collision step solves 9:f, = w(fs? — f)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

3equ  9(equ)®  3u?
eq _
fa (p7u) 7pta [1 C2 2C4 2C2

. 1 1 1
with t, = 5{4,1717154747174 1}

Pressure op = >__ f9c2 = pc?.
Dev. stress X = (1 - WLzAt) > €ailaj(fa? — fu)
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Approximation of equilibrium state

2.) Collision step solves 9:f, = w(fs? — f)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

3ea 9(eq,u)?  3u?

£9(p,u) = pto |14 22— 4 ) 20

% (p7 ) pa 2C4 2C2

1 111111111111 111
with to = § {3’575757555757271’17ZJ?E’Z’Z’Z?E’ZJ’}

Pressure op = >__ f9c2 = pc?.
Dev. stress X = (1 - WLzAt) > €ailaj(fa? — fu)
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Construction principles

Approximation of equilibrium state

2.) Collision step solves 9:f, = w(fs? — f)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function

3ea 9(eq,u)?  3u?

£9(p,u) = pto |14 22— 4 ) 20

% (p7 ) pa 2C4 2C2

1 111111111111 111
with to = § {3’575757555757271’17ZJ?E’Z’Z’Z?E’ZJ’}

Pressure op =), £e9c2 = pc?.
Dev. stress ¥; = (1 - “’Lm) > €ai€aj(fe? — fu)
Is derived by assuming a Maxwell-Boltzmann distribution of £:9 and

approximating the involved exp() function with a Taylor series to second-order
accuracy.

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il



Adaptive lattice Boltzmann method
O@0000
Construction principles

Approximation of equilibrium state

2.) Collision step solves 9:f, = w(fs? — f)
Operator C:

fu(-, t 4+ At) = fu (-, t + At) + wi At (?(fq(-, t+ At) — fu(, t+ At))

with equilibrium function
e
f27(p,u) = pta [1+ 7+7 DY)

H 1 1111111111111 11111
With to = §{3,5,5,3: 5+ 30214 42 42 40 40 40 £ 4> &0 40 40 40 )

Pressure op = >__ f9c2 = pc?.
Dev. stress ¥; = (1 - “’Lm) Do Caiaj(fa? — fa)

2

Is derived by assuming a Maxwell-Boltzmann distribution of £:9 and
approximating the involved exp() function with a Taylor series to second-order
accuracy.

Using the third-order equilibrium function

3e,u  9(equ)’  3u®  e,u [9(e,u)®  3u?
£(pu) = pto |1+ ot p RG] S Bl (T8
o'(pu) = p { Te T o 2¢2  3¢? 2c* 2¢?

allows higher flow velocities.
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Adaptive lattice Boltzmann method
[e]e] lele]e]

Construction principles

Relation to Navier-Stokes equations

Inserting a Chapman-Enskog expansion, that is,
foo = £a(0) + €fu (1) + €£(2) + ...
and using

8 _ 8 2 8 _ 2
a—ea—h—l—ea—b—i—..., V=eVi+€eVo+..
into the LBM and summing over e one can show that the continuity and
moment equations are recoverd to O(¢?) [Hou et al., 1996]
Oep+ V- (pu) =0

ou+u-Vu= —Vp—|—1/V2u
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[e]e] lele]e]
Construction principles

Relation to Navier-Stokes equations

Inserting a Chapman-Enskog expansion, that is,
foo = £a(0) + €fu (1) + €£(2) + ...
and using
o 0 2 0 _ 2
at—ea—tl—i—ea—b—i—..., V=eVi+€eVo+..
into the LBM and summing over e one can show that the continuity and
moment equations are recoverd to O(¢?) [Hou et al., 1996]

Op+V-(pu)=0
ou+u-Vu=-Vp+ vV2u
Kinematic viscosity and collision time are connected by

1 /7n 1
V=3 (At 2) cAx

from which one gets with /3¢, = % [Hahnel, 2004]

2
1 _ Cs

T v+ AteE)2

wL:T[
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Adaptive lattice Boltzmann method
[e]e]e] lo]e)

Construction principles

Initial and boundary conditions
Initial conditions are constructed as f57(p(t = 0),u(t = 0))
Boundary conditions (applied before streaming step)

No-slip Slip

Symmetry

Outlet basically copies all distributions (zero gradient)
Inlet and pressure boundary conditions use £
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Construction principles

Initial and boundary conditions

Initial conditions are constructed as f57(p(t = 0),u(t = 0))

Boundary conditions (applied before streaming step)

No-slip Slip Symmetry

Outlet basically copies all distributions (zero gradient)
Inlet and pressure boundary conditions use £
Complex geometry:

Use level set method as before to construct macro-values in embedded boundary
cells by interpolation / extrapolation [Deiterding, 2011].

Distance function ¢, normal n = V¢/|V¢|. Triangulated meshes use CPT
algorithm [Mauch, 2003].

Construct macro-velocity in ghost cells for no-slip BC as ' = 2w —u

Then use £57(p’,u’) or interpolated bounce-back [Bouzidi et al., 2001] to
construct distributions in embedded ghost cells
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Adaptive lattice Boltzmann method
O000e0

Construction principles

Normalization

The method is implemented on the unit lattice with A% = At =1
Ax At

2Xo1, 21 e=1
o to
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Adaptive lattice Boltzmann method
O000e0

Construction principles

Normalization

The method is implemented on the unit lattice with A% = At =1

A At
e T
o to
Lattice viscosity 7 = % (T — %) and lattice sound speed & = % yield again
& <

LT UTE2 T v A2
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O000e0
Construction principles

Normalization

The method is implemented on the unit lattice with A% = At =1
Ax At

— =1, —=1—c=1
lo to
Lattice viscosity 7 = % (T — %) and lattice sound speed & = % yield again
&2 c2

'S

LT UTE2 T v A2

Velocity normalization factor: wuy = i% density po

ul  wufuo- 1/l

a..
Re = 7 o I//(UO/()) E
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Adaptive lattice Boltzmann method
O000e0

Construction principles

Normalization

The method is implemented on the unit lattice with A% = At =1

Ax_qy Bt -1
lo to

Lattice viscosity U = % (T — %) and lattice sound speed &

% yield again
g _ a

v+ EJ2 v+ Ated)2

Velocity normalization factor: wy = 2

wL =

w0 density po
R UL _ u/wo-1/b _ @
v v/(uoh) %

Trick for scheme acceleration: Use & = Su and 7 = Sv which yields

_ c?

“LT ST At/SE)2
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O000e0

Construction principles

Normalization

The method is implemented on the unit lattice with A% = At =1

Ax_qy Bt -1
lo to

Lattice viscosity U = % (T — %) and lattice sound speed &

% yield again
g
v+ EJ2 v+ Ated)2
Velocity normalization factor: wuy = i%
Re = U7L = 7[]/[]0 : //IO = Z'IT~
v v/(uoh) %
Trick for scheme acceleration: Use & = Su and 7 = Sv which yields

wL =

, density po

2
- Cs
w e ———
FT Sut+At/SE)2
For instance, the physical hydrodynamic pressure is then obtained for a caloric
gas as
—(5—-1)22 Ug Cs2ﬂo
p=(p— )cs§po+ p
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Construction principles

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Aerodynamics and fluid-structure in tion simulation with AMROC Part Il



Adaptive lattice Boltzmann method
O0000e
Construction principles

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

7 XX
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O0000e
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.
'ars
rars
(K
|
|
B[
217 IR R R R INN
Z 7R XX RINN
folh
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Adaptive lattice Boltzmann method
O0000e
Construction principles

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary

conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

52K | X[ X[X]N
XX XX [X]N
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Adaptive lattice Boltzmann method
O0000e
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

n

., onto faf_jg to fill fine halos. Set physical boundary

Interpolate £C:
conditions.

£ .= T(£f") on whole fine mesh. flmt12 = C(£0") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
|
([
X[X|%®[®|/|/
XX|%®[®| /|
P4
P4
?f,fH—l/Q
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O0000e
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
NN
NN
| i[>
([ bedkes
X[X|%®[®|/|/ N NX X | |
XX|%®[®| /| NN XX |
P4
P4
g’;ﬂp fof)gut
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.

XX
| >
([ |

X|X|®([®]|/7|/ 1 |>

XX|%®[®| /| XK XX %]~
P4 XXX [X]| W]\
P4

i Floou
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
ava
v
| B¢ (%
KK [ »
X|X|®([®]|/7|/ N
RIX|®([®%|/7|7 N
P4 /KRN NN N
P4 KRN N N

Frne Flol?
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.

(3| D%
K| M XX

B K| K| X|X
KX XX NN
KKK XN N

7f,n+1/2 Ff,n+1/2
fcx,out 7fa:,'n
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O0000e
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

n

., onto faf_jg to fill fine halos. Set physical boundary

Interpolate £C:
conditions.

£ .= T(£f") on whole fine mesh. flmt12 = C(£0") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
Average T‘;:Z;}UZ (inner halo layer), ?(fjgut
E1E] (outer halo layer) to obtain ?&C,;'Lt.
(>
(>
(>
KK KX [N
XK X XN
2f,n41/2 Ffon
Frowe ) Floowe
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Construction principles

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in

interior.
2F,+1/2 g Hf,
Average f., o /2 (inner halo layer), fou out
. zC
(outer halo layer) to obtain £, ..

»*
»*
N
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O0000e

Construction principles

Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

Fhn+t/2. ’T(ﬁf’"ﬂﬂ) on whole fine mesh. f{"*1 .= C(Eﬁ’"“m) in
interior.

2Fn+1/2 (s 2,
Average f., o /2 (inner halo layer), fou out

(outer halo layer) to obtain 7.

,out*

Revert transport into halos:

/ F(!C,;),th = T_l(?a(iﬁn)

$
N (K| 4|
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Adaptive LBM

Complete update on coarse grid: £." .= CT(£f5)

Interpolate faf}g onto faf_jg to fill fine halos. Set physical boundary
conditions.

FEm .= T(£1") on whole fine mesh. £1""/? .= ¢(£{'") in interior.

Fhn+t/2. ’T(ﬁf’"ﬂﬂ) on whole fine mesh. f{"*1 .= C(Eﬁ’"“m) in
interior.

2Fn+1/2 (s 2,
Average f., o /2 (inner halo layer), fou out

(outer halo layer) to obtain £

«,out*

Revert transport into halos:

/ F(!C,;),th = T_l(?a(iﬁn)

o ZC
Parallel synchronization of £, £,

$
N (K| 4|
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Adaptive lattice Boltzmann method

O0000e

Construction principles

Adaptive LBM

Complete update on coarse grid: £&" .= CT(£5")

Interpolate fac onto ff i to fill fine halos. Set physical boundary
conditions.

flm .= T(f’r ") on whole fine mesh. Fhmt/z. C(?of") in interior.

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(EF"T/2) in
interior.

Average T‘;:Z;}UZ (inner halo layer), ?(fjgut
(outer halo layer) to obtain faco',’,t

Revert transport into halos:

fco'Lt =T (fco”ur)
7

ZC,n
Parallel synchronization of £5", £5:" ot

Cell-wise update where correction is needed:

faC)n+l : CT(fC g facout)

R. Deiterding -
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Adaptive lattice Boltzmann method
O0000e
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Adaptive LBM

Complete update on coarse grid: £&"! .= CT(£5™)

Interpolate fac onto ff 7 to fill fine halos. Set physical boundary
conditions.

Foon .= ™) on whole fine mes " := C(£0") in interior.
fim = T(fL hole fi h. £ = c(Ff

FLnt1/2 . — 7 (£5771/2) on whole fine mesh. £/71 .= C(E1"T/2) in

interior.
Average ?;:Z:rtlﬂ (inner halo layer), ?;:gut
(outer halo layer) to obtain £527,.
% Revert transport into halos:
% fco,Lt =T (fCo,ZJt)
Parallel synchronization of £5" faco',’,t
% % & Cell-wise update where correction is needed:

O = CT(FE" R )

Algorithm equivalent to [Chen et al., 2006].
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erification and validation

Flow over 2D cylinder, d = 2cm

Air with
v=161-10"°m?/s,
p = 1.205kg/m?
Domain size
[-8d,24d] x [—8d, 8d]

Dynamic refinement based
on velocity. Last level to
refine structure further.

Inflow from left.
Characteristic boundary
conditions [Schlaffer, 2013]
elsewhere.

Base lattice 320 x 160, 3 additional levels with factors 2,4, 4.
Resolution: ~ 320 points in diameter d

Computation of Cp on 400 equidistant points along circle and averaged
over time. Comparison above with [Henderson, 1995].
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Adaptive lattice Boltzmann method
®00000000
Verification and validation

Flow over 2D cylinder, d = 2cm

Air with
v=161-10"5 Il’l2/S, 18 Toml |
p = 1.205kg/m® ’ ]

“PICSSUIC \
Domain size M e . 1

ol -
. A H
2R S el ,/ : o

Y L 4ys
ore

[~8d,24d] x [—8d, 8d]

Dynamic refinement based
on velocity. Last level to
refine structure further.

LBM-AMR nar
4 LBULAMROC CSM

C,=2D/{pU%dl)

Inflow from left.
Characteristic boundary :
conditions [Schlaffer, 2013] . e ' .

o! 102 10° 10

elsewhere. Re=Udl/.

Base lattice 320 x 160, 3 additional levels with factors 2,4, 4.
Resolution: ~ 320 points in diameter d

Computation of Cp on 400 equidistant points along circle and averaged
over time. Comparison above with [Henderson, 1995].
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O@0000000
Verification and validation

Oscillating cylinder — Setup

Motion imposed on cylinder

Case Ar fe="Ff | Vg Uso Re

v 4 la | D/4| 06 [05 | 0.0606 | 1322
= ﬂ(tl_Q@” b [ D/2 | 06 |10 00606 | 1322

2a D/4 3.0 0.5 | 0.3030 | 6310
2b D/2 3.0 1.0 | 0.3030 | 6310

y(t) = Assin(2rnfet), 0(t) = Agsin(2rfyt)

Setup follows [Nazarinia et al., 2012]. Here Ag =1 for all cases.
Natural frequency of cylinder fy ~ 0.6154s7 1.

Strouhal number Sty = ;D /U = 0.198 for all cases.

Chosen here D =20 mm

Fluid is water with ¢, = 1482m/s, v = 9.167 - 10~" m?/s,
p = 1016kg/m?

Constant coefficient model deactivated for Case 1, active for Case 2 with
Cem=0.2

C. Laloglu, RD. Proc. 5th Int. Conf. on Parallel, Distributed, Grid and Cloud Computing for Engineering, Civil-Comp Press, 2017.
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Adaptive lattice Boltzmann method
00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors
ol

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level

Speedup S = 2000

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il



Adaptive lattice Boltzmann method
00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.155835

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.311665

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.467495

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.623325

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.779155

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=0.934985

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.09081s

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.246645

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.402475

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.5583s

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level

Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.714135

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=1.869965

o.05 .10 0.5
xaxis

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.025795

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.181625

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.337455

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.493285

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.649115

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000
Verification and validation

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.80494s

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il




Adaptive lattice Boltzmann method
00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=2.96077s

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=3.1166s

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il




Adaptive lattice Boltzmann method
00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=3.272435

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=3.330095

o.05 .10 0.5
xaxis

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000
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00@000000

Case 1b, Vg =1, Re = 1322

Mesh refinement Distribution to 4 processors

1=3.330095

o.05 .10 0.5
xaxis

Visualization enlargement of cylinder region

Base mesh is discretized with 320 x 160 cells, 3 additional levels with
factor n =2,2,2

80 cells within D on highest level
Speedup S = 2000

Basically identical setup in commercial code XFlow for comparison
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000@00000
Verification and validation

Case 1b, Vg =1, f, = f, = 0.6, Re = 1322

AMROC

XFlow

|
o,
§
-0 7§
B
o
2w
X-Axis
6 6
XFlow XFlow
5 AMROC ——— - AMROC ——
4 4 4 1
3 ]
2 ]
2 ]
$ I
0 ]
o ]
-1 2 ]
2t ]
-3 -4
0 0.5 1 1.5 2 2.5 3 35 0 0.5 1 1.5 2 25 3 3.5
Time [s] Time [s]
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000@00000

Verification and validation

Case 1b, Vg =1, f, = f, = 0.6, Re = 1322

%)

AMROC

X-Axis

6
XFlow XFlow
AMROC ———— AMROC ——
] 4 q
2 ]
7] -
] [$)
0 ]
L 2 1
-4
0 0.5 1 1.5 2 25 3 3.5 0 0.5 1 1.5 2 25 3 3.5
Time [s] Time [s]

Increase of rotational velocity leads to formation of a vortex pair plus single
vortex. Drag and lift amplitude roughly doubled.

Laminar results in good agreement with experiments of [Nazarinia et al., 2012].
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Verification and validation

Case 23, VR—05 fr=1f =3, Re=6310

-0.10 0.00 0.10 0.20 0.30 0.40
x-axds
6 6
XFlow XFlow
AMROC —— 5 AMROC ——
4 B 4 4
3 1
2 1
o & 2 4
o 1 q
0 1
0 1
-2 4 -1 4
-2 ]
-4 -3
0] 02 04 06 038 1 12 14 16 18 0 02 04 06 0.8 1 12 14 16 18
Time [s] Time [s]
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Verification and validation

Case 23, VR—05 fr=1f =3, Re=6310

-0.10 0.00 0.10 0.20 0.30 0.40
x-axis
6 6
XFlow XFlow
AMROC —— 5 AMROC ——
4 1 4 1
3 ]
2 ]
o - 2 1
(] 1 4
0 ]
0 ]
2 ] -1 ]
-2 ]
-4 -3
0O 02 04 06 08 1 12 14 16 18 0 02 04 06 08 1 12 14 16 1.8
Time [s] Time [s]

Oscillation period: T = 1/f; = 0.33s. 10 regular vortices in 1.67s.
CPU time on 6 cores for AMROC: 635.8 s, XFlow ~ 50 % more expensive when
normalized based on number of cells
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Verification and validation

Computational performance

Total cell PU ti
Flow type | Case | Aty [s] otal ce®s Ate [s] | Re | y™ CPY time [s]
AMROC | XFlow AMROC | XFlow
Laminar la 0.0015 85982 84778 3.33 1322 | 0 161.89 176
1b 0.0015 91774 90488 333 | 1322| 0 165.97 183
2a | 0.00031 | 232840 | 216452 1.66 |6310 | 2.4 635.8 887
Turbulent

2b | 0.00031 | 255582 | 246366 | 1.66 | 6310 |2.6 | 933.2 1325

Intel-Xeon-3.50-GHz desktop workstation with 6 cores, communication through
MPI

Same base mesh and always three additional refinement levels
AMROC: single-relaxation time LBM, block-based mesh adaptation

XFlow: slightly more multi-relaxation time LBM, cell-based mesh adaptation
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Verification and validation

Computational performance

Total cell PU ti
Flow type | Case | Aty [s] otal ce®s Ate [s] | Re | y™ CPY time [s]
AMROC | XFlow AMROC | XFlow
Laminar la 0.0015 85982 84778 3.33 1322 | 0 161.89 176
1b 0.0015 91774 90488 333 | 1322| 0 165.97 183
2a | 0.00031 | 232840 | 216452 1.66 |6310 | 2.4 635.8 887
Turbulent

2b | 0.00031 | 255582 | 246366 | 1.66 | 6310 |2.6 | 933.2 1325

Intel-Xeon-3.50-GHz desktop workstation with 6 cores, communication through
MPI

Same base mesh and always three additional refinement levels

AMROC: single-relaxation time LBM, block-based mesh adaptation

XFlow: slightly more multi-relaxation time LBM, cell-based mesh adaptation
AMROC uses ~ 7.5 % more cells on average more cells

Normalized on cell number Case 2a is 50 % more expensive for XFlow than for
AMROC-LBM

Case 2b is 42 % more expensive in CPU time alone
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Verification and validation

Two-segment hinged wing

Configuration by [Toomey and Eldredge, 2008].
Manufactured bodies in tank filled with water.
Prescribed translation and rotation

@ Ge(ft)
2 max Gt

Driven
component

G (ft)
max Gr

A o~ c
with G,(t) = tanh[o,cos(2rt + )], _— — \
inge/Torsion v

Xe(t) = C(ft), ai(t)=-p

spring T~
Gi(t) = /tanh[atcos(27rt/)]dt/ Passive
t component
Ao (cm) 7.1
¢ (cm) 5.1
d(cm) 0.25
oy (kg/m®) 5080
f (Hz) 0.15
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Verification and validation

Two-segment hinged wing

Configuration by [Toomey and Eldredge, 2008].
Manufactured bodies in tank filled with water.
Prescribed translation and rotation

@ Ge(ft)
2 max Gt

Driven
component

G (ft)

C(R), aalt) =610

A o~ c
with G,(t) = tanh[o,cos(2rt + )], _— — \
inge/Torsion v

Xi(t) =

, , spring AR
Gi(t) = /tanh[atcos(27rt )]dt Passive
t component

7 cases constructed by varying o;, o¢, ®

. Ao (cm) 7.1
Rotational Reynolds number ¢ (cm) 51
Re, = 270, fc®/(tanh(o,)v) varied between .
2200 and 7200 in experiments d (cm) 0.25

P p» (kg/m®) 5080

[Toomey and Eldredge, 2008] reference f (Hz) 0.15

simulations with a viscous particle method are
for Re; = {100,500}
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0000000

ation and validation

Casel -0, =0

Quiescent water
pr = 997 kg/m?
¢ = 1497 m/s

No-slip boundaries
in y, periodic in
x-direction

Base level:

100 x 100 for
[-0.5,0.5] x
[-0.5,0.5] domain
4 additional levels
with factors 2,2,2,4
Coupling to rigid
body motion solver
on 4th level

Right: computed vorticity
field (enlarged)

Y-Axis

sian LBM

=0.628, & =0, Re, = 100

Pseudocolor
Var: Y_03_-_Vorticity

-25.00 —12.§O OOPO 12.50 25.00

Max: 132.9
Min: -155.4

L
Time=1.54269

0.10

-0.10

T T
-0.05 0.00 0.05 0.10 0.15
X-Axis

T T
-0.15 -0.10
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Verification and validation

Quantitative comparison
Evaluate normalized force F, , = 2F;y/(p$c3) and moment M = 2M* /(prf2c*) over 3 periods

[Wood and Deiterding, 2015] Used finest spatial resolution Ax/c = 0.0122
[Toomey and Eldredge, 2008]: Ax/c = 0.013 (Re, = 100), Ax/c = 0.0032 (Re, = 500)

Temporal resolution ~ 113 and ~ 28 times finer

Relative difference in mean force and moment

Re, = 100 Re, = 500
Case F, F, M Fy F, M
1 -2.59 3.33 -3.85 3.33 5.45 -3.75
2 2.47 0.74 2.55 2.35 3.83 -4.29
3 1.27 0.45 0.72 2.31 4.65 -3.43
4 4.86 4.28 3.54 3.51 2.37 -2.32
5 4.83 0.47 0.25 4.34 4.39 -2.67
6 2.10 3.19 1.52 3.00 1.82 -3.96
7 1.41 0.99 3.28 4.31 2.32 -3.07
Relative difference in peak force and moment
Re, = 100 Re, = 500
Case  [|Fdloc [Fyllos [IMlloo lIFdloo [Fyllos  [IM]]oo
1 4.40 5.07 -3.66 4.40 3.98 -4.17
2 4.46 2.42 2.62 2.72 4.33 -2.34
3 4.20 3.20 4.80 3.32 2.68 -4.59
4 4.67 2.22 3.71 0.18 2,51 -2.85
5 3.57 3.37 1.26 4.09 4.97 -3.63
6 2.04 3.08 1.52 3.92 2.08 -4.44
7 2.20 1.91 2.26 3.29 3.79 -4.40
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Verification and validation

Quantitative comparison

Evaluate normalized force F, , = 2F;y/(p§c3) and moment M = 2M* /(p¢f2c*) over 3 periods

[Wood and Deiterding, 2015] Used finest spatial resolution Ax/c = 0.0122
[Toomey and Eldredge, 2008]: Ax/c = 0.013 (Re; = 100), Ax/c = 0.0032 (Re, = 500)

Temporal resolution ~ 113 and ~ 28 times finer

Hinge deflection angle
over time

0 (deg)

Case 1
or = 0.628
or = 0.628
=0

Case 2
o = 1.885
o, = 1.885
¢ =0°

8(deg)

Experimental results (-);
Current (- -)

0.0 0.5 1.0 15 2.0 25 3.0
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Adaptive lattice Boltzmann method
[ Jele]e]
Thermal LBM

An LBM for thermal transport

Consider the Navier-Stokes equations under Boussinesq approximation

V-u=0
%—FV-(UU):—Vp—l-szu—FF
oT 2
¢ V. (uT)=DVT
8t+v (uT) \Y

with F = gﬁ(T - Tref)-
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Adaptive lattice Boltzmann method
[ Jele]e]
Thermal LBM

An LBM for thermal transport

Consider the Navier-Stokes equations under Boussinesq approximation

V-u=0
%—FV-(UU):—Vp—l-szu—FF
oT 2
¢ V. (uT)=DVT
8t+v (uT) \Y

with F = gﬁ(T - Tref)-
An LBM for this system needs to use two distribution functions f, and g,.
1.) Transport step 7

fu(X + e At t + At) = (X, 1),  BalX + eaAt,t + At) = ga(x, t)
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Adaptive lattice Boltzmann method
[ Jele]e]
Thermal LBM

An LBM for thermal transport

Consider the Navier-Stokes equations under Boussinesq approximation

V-u=0
%—FV-(UU):—Vp—l-szu—FF
oT 2
¢ V. (uT)=DVT
8t+v (uT) \Y

with F = gﬁ(T - Tref)-
An LBM for this system needs to use two distribution functions f, and g,.
1.) Transport step 7

fu(X + e At t + At) = (X, 1),  BalX + eaAt,t + At) = ga(x, t)
2.) Collision step C:
fo(, t 4+ At) = fo (-, t + At) + wi At (?5"(-, t+ At) — (-t + At)) + AtF,
8o, t + At) = Bol-, t + At) + wi,p At (87(-, t + At) — Eal, t + AL))

with collision frequencies

2 3.2
Wy =S =25
YT v+ @At/ ’ D+ 3c2At/2
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Adaptive lattice Boltzmann method
[e] le]e]
Thermal LBM

Equilibrium operators

This incompressible method uses in 2D [Guo et al., 2002]

Flea) — —4oop — 5o (u), for a =0, 5 3 4
Oap + Sa(u), fora=1,...,8,
2 0 1
where
_ 3equ 9(eau) 3u® . s B
sa (u) = ta {7 tToa T a2

with to = $ {4,1,1,1,5, 5, 1,2 1} and oo = {-5,1,1,1,%, 51,1 1}
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Adaptive lattice Boltzmann method
[e] le]e]
Thermal LBM

Equilibrium operators

This incompressible method uses in 2D [Guo et al., 2002]

Flea) — —4oop — 5o (u), for a =0, 5 3 4
Oap + Sa(u), fora=1,...,8,
2 0 1
where
3equ  9(equ)®  3u?
sa (U) =t {Tz toa T aa e
H 1 11 11 1 11
with t, = 3 {4,1,1,1,7,7,1,7, 7} and 0o = 5 {-5,1,1,1,%, 3,1, 3, }

gffq :Z[1+2ea~u] fora=1,...,4
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Adaptive lattice Boltzmann method
[e] le]e]
Thermal LBM

Equilibrium operators

This incompressible method uses in 2D [Guo et al., 2002]

flea) _ —4oop — 5o (u), for a =0, 5 3 4
“ | 0ap + sa(u), fora=1,...,8,
2 0 1
where
3equ 9(eau) 3u® . s B

o =ta |—5
sa () { c? + 2¢t 2¢?
with t, = 3 {4,1,1,1,7,7,1,7, 7} and 0o = 5 {-5,1,1,1,%, 3,1, 3, }
g&eq):z[1+2ea~u] fora=1,...,4
Forces are applied in y-direction only:
1
=3 (0i3 — dis)ei - F

4
Moments: u = Ze;fa, p= % [Z fo +so(u)] , T= Zga

a>0 a>0
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Adaptive lattice Boltzmann method
[e]e] o]
Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2Us R/v = 200, Uss = 0.01

u=Usx - —0 ou—0
Peripheral velocity V = QR, V/Usx = 0.5 v=0 %E -0
Base grid 288 x 240 refined by three levels T=Tc w =0

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

1141l
- @
|

—0,8u_0 9T _
v=03%¢=09T =0
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Adaptive lattice Boltzmann method
[e]e] o]

Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2Us R/v = 200, Uss = 0.01

u=Usx =0 9u — o
Peripheral velocity V = QR, V/Usx = 0.5 v=0 % -0
Base grid 288 x 240 refined by three levels T=Tc w =0

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

1141l
G}
Il

@:01ﬂ70

V:076y y =
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Adaptive lattice Boltzmann method
[e]e] o]
Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2Us R/v = 200, Uss = 0.01

u=Ux = -0 9u — 0
Peripheral velocity V = QR, V/Us = 0.5 v=0 v
Base grid 288 x 240 refined by three levels T=Tc w 5

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

R R
@
\
RS
I

— Ou __ oT _
v=03%¢=09T =0
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Adaptive lattice Boltzmann method
[e]e] o]
Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2Us R/v = 200, Uss = 0.01

u=Ux — =0 gu—0
Peripheral velocity V = QR, V/Us = 0.5 v=0 v
Base grid 288 x 240 refined by three levels T=Tc w 5

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

R R
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I

— Ou __ oT _
v=03%¢=09T =0

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il



Adaptive lattice Boltzmann method
[e]e] o]

Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2Us R/v = 200, Uss = 0.01

v= U —ov—0 ou
Peripheral velocity V = QR, V/Usx = 0.5 v=0 %
Base grid 288 x 240 refined by three levels T=Tc w o

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

R R N
G}
\
el
I

— Ou __ oT _
v=03%¢=09T =0
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Adaptive lattice Boltzmann method
[e]e] o]
Thermal LBM

Heated rotating cylinder

R =15, domain: [-6R,16R] x [-8R, 8R]
Re = 2UxR/v = 200, Uss = 0.01
Peripheral velocity V = QR, V/Usx = 0.5

Base grid 288 x 240 refined by three levels
with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

u=Usx
v=0
T=Tc¢
;
05
0
05

— du _ aT _
vfo,afyfo,a—yfo

N
@
|

v=0,2=0,2T —9

» By ) By

Fayleyle

u _

A%

Tt
)

& &0 & &>

v velocity along x-axis
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Adaptive lattice Boltzmann method
[e]e] o]
Thermal LBM

Heated rotating cylinder

with 1 =2, r 3 = 4 using scaled
gradients of u, v, T

R =15, domain: [-6R,16R] x [-8R, 8R] -

Re =2UsR/v = 200, U, = 0.01 -
u=Us

Peripheral velocity V = QR, V/Usx = 0.5 v=0 |—

Base grid 288 x 240 refined by three levels T=Tc N

-

— du _
vfo,a—;fl),

@:01

V:076y

u _

ox

aT _

9y =0
Iél

=0 Dx
v
Ix
or

oT __

3y =0
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Adaptive lattice Boltzmann method
[e]e]e] ]

Thermal LBM

Natu ral ConveCtlon Isosurfaces ?f temperature and refinenr‘lentwlevels
Characterized by

_ gBATH®
o vD

Ra

a = AMROC-LBM,
b = [Fusegi et al., 1991] (NS - uniform)
Ref. Umax  Ymax Vimax Xmax
Ra = 10° a 0.132 0.195 0.132 0.829

b 0.131  0.200 0.132 0.833
Ra = 10* a 0.197 0.194 0.220 0.887
b 0.201 0.183 0.225 0.883
Ra = 10° a 0.141 0.152 0.242 0.935
b 0.147 0.145 0.247 0.935

Ra = 10°
% K. Feldhusen, RD, C. Wagner. J. Applied Math. Comp. Science 26(4): 735-747, 2016.
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LES
[ 1]
LES models

Turbulence modeling

Purs~ue a large-eddy simulation approach with f, and ?ff, i.e.
1) fa(x+eaAt,t + At) = fo(x, t)
2) Ful t+ At) = Ful-, t+ At) + LAt (?,f(‘? t+ At) — fal t+ At))
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LES
[ 1]

LES models

Turbulence modeling

Purs~ue a large-eddy simulation approach with f, and ?ff, i.e.
1) fa(x+eaAt,t + At) = fo(x, t)
2) Ful t+ At) = Ful-, t+ At) + LAt (?,f(‘? t+ At) — fal t+ At))

1 r 1
Effective viscosity: v* = v + vy = 3 <Zt - E) cAx with 7 =7 +7
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LES
[ 1]
LES models

Turbulence modeling

Purs~ue a large-eddy simulation approach with f, and ?ff, i.e.
1) fa(x+eaAt,t + At) = fo(x, t)
2) Ful t+ At) = Ful-, t+ At) + LAt (?,f(‘? t+ At) — fal t+ At))

3\At 2
Use Smagorinsky model to evaluate v4, e.g., vy = (CsmAX)2|§

S| = [2)°5;S;
i

The filtered strain rate tensor S; = (9;T; + 0;;)/2 can be computed as a
second moment as

N 1 r 1 . .
Effective viscosity: v" = v+ vy = = <TL — 7> cAx with 77 =7+ 7

, where

< p 1 a7
Si' = g = eaiea'(f - fa)
" 2pcin; (1 - LLzAt) 2pcitt ; e
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LES
[ 1]
LES models

Turbulence modeling

Purs~ue a large-eddy simulation approach with f, and ?ff, i.e.
1) fa(x+eaAt,t + At) = fo(x, t)
2) Ful t+ At) = Ful-, t+ At) + LAt (?,f(‘? t+ At) — fal t+ At))

3\At 2
Use Smagorinsky model to evaluate v4, e.g., vy = (CsmAX)2|§

S| = [2)°5;S;
\ 7

The filtered strain rate tensor S; = (9;T; + 0;;)/2 can be computed as a
second moment as

_ T,

S = J
2pcéry (1~

T¢ can be obtained as [Yu, 2004, Hou et al., 1996]

Tt = E (\/TE + 18\/§(poc2)71C52mAX|§| - TL)

. 1 ; 1 . .
Effective viscosity: v" = v+ vy = = <TL — 7> cAx with 7/ =71+ 7

, where

o 1 —eq =
wLAf) T 2pciTy Zea'eaj(fa —fa)
2 [e%
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oce
LES models

Further LES models

Dynamic Smagorinsky model (DSMA)

—~
Uy
<
|
=~

Com(x, t)2 = —

N =
—~
N
Sh
<
<=
<

— A A a A~ 2f>
Lj = Ij_%\jj:ﬂivj_ﬂivj M = Ax ‘S|5,‘j—AX ‘S|SU

No van Driest damping implemented yet!
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oce
LES models

Further LES models

Dynamic Smagorinsky model (DSMA)

1 (L;My)
Com(x, t)? = — = A= Mi).
1) 2 (M M)

Lyj=Ty—7=0m — b, My =Ax [3[S; — A*[S[S;

No van Driest damping implemented yet!

Wall-Adapting Local Eddy-viscosity model (WALE)
VvVt = (CWAX)ZOPWALE, where CW =0.5
WALE turbulence time-scale

(J3.73)?

OPwate = ——— 5
(SiSi)? + (T3 Tj)*

_ 1. — _ _
‘.7l'j - Sikskj + Qikaj - g(sij(smnsmn - anan)

. (vHv) +FAtl)2
T = 5

Effective relaxation time (see previous slide): 5
Cs
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||ul|/(urms) = 2
Fourier representation

Periodic boundaries, uniform mesh

Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KykKz
F = 2A< |2|2 )G(Iix,ﬁy7liz)

F, = ,A(%) G(Fixy Ky Kz)

_afBxky
F, = A( PE )G(Hx,:‘iy,ﬁz)
with phase
2 2 2
G(kx, Ky, Kz) = sin <$nx + %my + %Kz + qS) for (0 < ki <2) and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||ul|/{ums) = 2
Fourier representation

Periodic boundaries, uniform mesh

Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
o= 2A(Ji ) Ol 2

F, = ,A(%) G(Fixy Ky Kz)

_afBxky
F, = A( PE )G(Hx,ﬁy,ﬁz)
with phase
2 2 2
G(kx, Ky, Kz) = sin <$nx + %my + %Kz + qS) for (0 < ki <2) and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||ul|/{ums) = 2
» Fourier representation

» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
F, = 2A( |2|2 )G(I{X,Hy,liz)
KxKz
F, = —A( PE G(Fixy Ky Kz)

with phase

2 2 2
G(kx, Ky, Kz) = sin %nx + %Hy + %Kz + qb) for (0 < ki <2) and ¢

being a random phase value.
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Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||u||/(urms) = 2

» Fourier representation
» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
F, = 2A(T;Tzz) G(kx, Ky, Kz)
Kx Kz
F, = _A(W) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin %an + %ylﬁiy + %zliz + qb) for (0 < ki <2)and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||ul|/{ums) = 2
» Fourier representation

» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
F, = 2A(’T:|zz) G(kx, Ky, Kz)
Kx Kz
F, = _A(W) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin %an + %yny + %ZKZ + qb) for (0 < ki <2)and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||ul|/{ums) = 2
» Fourier representation

» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
F, = 2A(’T:|zz) G(kx, Ky, Kz)
Kx Kz
F, = _A(W) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin %an + %ymy + %ZKZ + qb) for (0 < ki <2)and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||u||/(urms) = 2

» Fourier representation
» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
P = 2o ) Ol )

F, = —A(%) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin <$nx + %ny + %raz + qb) for (0 < ki <2) and ¢

being a random phase value.
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LES
00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||u||/(urms) = 2

» Fourier representation
» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
P = 2o ) Ol )

F, = —A(%) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin <$nx + %ny + %raz + qb) for (0 < ki <2) and ¢

being a random phase value.
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Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||u||/(urms) = 2

» Fourier representation
» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
P = 2o ) Ol )

F, = —A(%) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin <$nx + %ny + %raz + qb) for (0 < ki <2) and ¢

being a random phase value.
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00000

Verification for homogeneous isotropic turbulence

Forced homogeneous isotropic turbulence

Iso-surface ||u||/(urms) = 2

» Fourier representation
» Periodic boundaries, uniform mesh

> Use of external forcing term, i.e.,
result independent of initial

conditions
Forcing:
KyKz
P = 2o ) Ol )

F, = —A(%) G(Fixy Ky Kz)

F=—A( P2 ) Gl )

with phase

2 2 2
G(kx, Ky, Kz) = sin <$nx + %ny + %raz + qb) for (0 < ki <2) and ¢

being a random phase value.
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LES
0@000

Verification for homogeneous isotropic turbulence

Comparison with model spectrum

103
104 | -
0% — - - K513 ]

106 ‘ ]

E(x)

107 AN 9
108 N3 ]

-9 | -
10 E) —— \.

model E(k) \¢
1010 |
10° 10t

K

Time-averaged energy spectrum (solid line) [N = 128 cells, v = 3e™° m?/s]
against a modelled one (dashed line and the -5/3 power law (dot-dashed line).
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LES
[e]e] le]e}

Verification for homogeneous isotropic turbulence

LES model spectra

100 T
102
10

106

E(K)/KLyy
.
o

100 - DNS 32 Re) 47 —+—
WALE 32 Re) 52 —*—
1012 - DSMA32Re),55 —*—
DNS 128 Rey 59
| WALE 128 Re), 60
DSMA 128 Re, 61

DNS 512 Rey 69 —o—

10

10! 10?

10—16
10°
KL17

Time-averaged energy spectra normalised by the turbulent kinetic energy k and
the integral length scale L;; of LBM DNS and LES for two resolutions and
DNS of the highest resolution for the viscosity value v =5-107°
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LES
[e]e]e] lo}
Verification for homogeneous isotropic turbulence

Decaying homogeneous isotropic turbulence

Restart DNS of 512 resolution without forcing. Volume-averaging to
128° cells gives DSMA and WALE initial conditions

10° )*ﬁ\x& B

2 ]
%
%
o % i
S10th %
< % .
KOHDNS512  —— 9 ONS 512 —+—
k() WALE 128 —&— 1018 FWALE 128 ——
k(t) DSMA 128 DSMA 128 —*—
102 h . . . 10 . .
1072 10 100 10t 102 108 100 10t 102
t K

Evolution of the turbulent kinetic energy k (left) and energy spectra at
t = 68.72 (right) for DNS of 512° against DSMA and WALE of 128 cells
resolution.
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[e]e]e]e] ]
Verification for homogeneous isotropic turbulence

Flow field comparison

4
L N
ST
TN

i Dga Q§%a@%§) \ N 2
\Wo , 00 o A 2 IO

Contours of vorticity magnitude (Jw| = 0.18) at t = 4.91 (left) and t = 68.72
(right) for DNS (thin blue lines) of 512% against DSMA (dotted black lines)
and WALE (thick red lines) of 128 cells resolution
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Aerodynamics cases

Outline

Realistic aerodynamics computations
Vehicle geometries
Wind turbine benchmark
Wake interaction prediction
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Aerodynamics cases
@00

Vehicle geometries

Wind tunnel simulation of a prototype car

Fluid velocity and pressure on vehicle

pseudocolor
T Var: PRESSURE

T 10me+C5 10046105 10086405 10110405 10190+05

Pseudocolor

Var: 1Velocity|
0000 2. ‘93 25, Jm 37, ‘50 5000
Time=0s

Inflow 40 m/s. LES model active. Characteristic boundary conditions.

To t = 0.5s (~ 4 characteristic lengths) with 31,416 time steps on finest level in ~ 37 h on
200 cores (7389 h CPU). Channel: 15m X 5m X 3.3m
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Aerodynamics cases

Vehicle geometries

Mesh adaptation

R. Deiterdin Aerodynamics and flui



Vehicle geometries

MeSh ada ptatlolﬂed refinement blocks and levels (indicated by color)

> SAMR base grid 600 x 200 x 132 cells, r1.5,3 = 2 yielding Refinement at ¢ = 0.4075s

finest resolution of Ax = 3.125 mm Level Grids Cells

0 11,605 15,840,000
1 11,513 23,646,984
2 31,382 144,447,872
3 21,221 52,388,336

> Adaptation based on level set and scaled gradient of
magnitude of vorticity vector

P 236M cells vs. 8.1 billion (uniform) at t = 0.4075s
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Aerodynamics cases
[e]e] J
Vehicle geometries

Flow over a motorcycle

Inflow 40 m/s. Bouzidi pressure boundary conditions at outflows. CSMA LES
model active.

SAMR base grid 200 x 80 x 80 cells, r; » 3 = 2 yielding finest resolution of
Ax = 6.25mm. 23560 time steps on finest level

Forces in AMROC-LBM are time-averaged over interval [0.5s, 1s]

Unstructured STAR-CCM+ mesh has significantly finer as well as coarser cells

AMROC-LBM LES at t = 1s STAR-CCM+ steady RANS

- i g

5%0. - —
a - , 2 i .
Velocity in flow direction
Forces (N) Cores | Wall Time | CPU Time
Variables Drag  Sideforce Lift Total h h
STAR-CCM+ 297 5 9 297 10 4.9 78
AMROC 297 10 23 298 64 10 635
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Aerodynamics cases
[e]e] J
Vehicle geometries

Flow over a motorcycle

Inflow 40 m/s. Bouzidi pressure boundary conditions at outflows. CSMA LES
model active.

SAMR base grid 200 x 80 x 80 cells, r; 2 3 = 2 yielding finest resolution of
Ax = 6.25mm. 23560 time steps on finest level

Forces in AMROC-LBM are time-averaged over interval [0.5s, 1s]

Unstructured STAR-CCM+ mesh has significantly finer as well as coarser cells

AMROC-LBM LES at t = 1s STAR-CCM+ steady RANS

Velocity in flow direction
Forces (N) Cores | Wall Time | CPU Time
Variables Drag  Sideforce Lift Total h h
STAR-CCM+ | 297 5 9 297 10 4.9 78
AMROC 297 10 23 298 64 10 635
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Aerodynamics cases Non-Cartesian LBM
C o

Setup and measurements by Energy Research Centre of the Netherlands (ECN) and the
Technical University of Denmark (DTU) [Schepers and Boorsma, 2012]

Inflow velocity 14.93 m/s in wind tunnel of 9.5m X 9.5 m cross section.

Rotor diameter D = 4.5 m. Prescribed motion with 424.5 rpm: tip speed 100 m/s,
Re, ~ 75839 TSR 6.70

Simulation with three additional levels with factors 2, 2, 4. Resolution of rotor and tower
Ax =1.6cm

149.5h on 120 cores Intel-Xeon (17490 h CPU) for 10's
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Aerodynamics cases Non-Cartesian LBM

@00

Setup and measurements by Energy Research Centre of the Netherlands (ECN) and the
Technical University of Denmark (DTU) [Schepers and Boorsma, 2012]

Inflow velocity 14.93 m/s in wind tunnel of 9.5m X 9.5 m cross section.

Rotor diameter D = 4.5 m. Prescribed motion with 424.5 rpm: tip speed 100 m/s,
Re, ~ 75839 TSR 6.70

Simulation with three additional levels with factors 2, 2, 4. Resolution of rotor and tower
Ax =1.6cm

149.5h on 120 cores Intel-Xeon (17490 h CPU) for 10's

Data collected as average during t € [5,10]. Load on blade 1 as it passes through 6 = 0°
(pointing vertically upwards), 35 rotations
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Aerodynamics cases Non-Cartesian LBM
oeo

157.6 h on 120 cores Intel-Xeon for 10s (70.75 revolutions) — ~ 22.25h CPU/1M
cells/revolution

~ 12 M cells in total — level 0: 768,000, level 1: ~ 1.5 M, level 2: ~ 6.8 M, level 3:
~3.0M
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Aerodynamics cases
C { ]

157.6 h on 120 cores Intel-Xeon for 10s (70.75 revolutions) — ~ 22.25h CPU/1M
cells/revolution

~ 12 M cells in total — level 0: 768,000, level 1: ~ 1.5 M, level 2: ~ 6.8 M, level 3:
~3.0M

For comparison [Schepers and Boorsma, 2012]:
Wind Multi-Block Liverpool University (34 M cells): 209 h CPU/1M cells/revolution

EllipSys3D (28.3 M cell mesh): ~ 40.7h CPU/1M cells/revolution, but ~ 15% error in Fy
and T already for 0° inflow [Sgrensen et al., 2014]
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Aerodynamics cases
[e]e] J

Wind turbine benchmark

Comparison along transects — 30° yaw

r=1:38m Experiment r=1.38m Experiment
r=1.85m Experiment o
14 r=1.38m Simulation o
r=1.85m Simulation
13 -1
12
1
10
9 5
8 -6
; i
4 2 0 2 4 6
[m]
Ux

RD, S. L. Wood. Proc. of TORQUE 2016. J. Phys. Conference Series 753: 082005, 2016.
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Wind turbine benchmark

Comparison along transects — 30° yaw

Aerodynamics cases
[e]e] J

r=1:38m Experiment
r=1.85m Experiment

38m Experiment
85m Experiment

14 38m Simulation o r=1.38m Simulatiory
r=1.85m Simulation r=1.85m Simulatior
13 -1
12
1
10
9 5
8 -6
, i 5
-4 2 0 2 4 -4 2 2 4
[m] [m]
Uy uy
18 10 -
16 s i
14 o
6 o
12 5
4 -
af ot ,ﬂf’\‘\
0 b
k 2
: x=-0.15m Experiment x=-0.15m Experiment
. 0.15m Experiment o 4 15m Experiment o
H 15m Simulation 15m Simulation
) x=0.15m Simulation *=0.15m Simulation
3 2 El 0 1 2 2 El 0 1 2
[m] [m]
Uy uy

RD, S. L. Wood. Proc. of TORQUE 2016. J. Phys. Conference Series 753: 082005, 2016.
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Wind turbine benchmark

Comparison

Aerodynamics cases
[e]e] J

along transects — 30° yaw

r=1:38m Experiment r=1.38m Experiment
r=1.85m Experiment o r=1.85m Experiment o
14 r=1.38m Simulation o r=1.38m Simulatiory
r=1.85m Simulation r=1.85m Simulatior
13 -1
12
S
10
9 5
8 -6
7 i 7
-4 2 2 4 6 -4 2 2 4
[m] [m]
Uy uy
18 10 -
16 s i
14 o
6 o
12 5
10 4 @
6 o 5
4 9
-2
2 2 x=-0.15m Experiment x=-0.15m Experiment
. 15m Experiment o 4 15m Experiment o
0 8 15m Simulation =-0.15m Simulation
) x=0.15m Simulation *=0.15m Simulation
3 2 El 0 1 2 3 2 El 0 1 2
[m] [m]
Uy uy

Blade loads: Fy: Ref = 13.66 N, cur. = 14.8 N (8.3%)

Tx: Ref = 7.72Nm, cur. = 8.36 Nm (8.3%)

RD, S. L. Wood. Proc. of TORQUE 2016. J. Phys. Conference Series 753: 082005, 2016.
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Wake interaction prediction

Single Vestas V27

Inflow velocity uso = 8m/s. Prescribed motion of rotor with nypm = 33,
r =14.5m: tip speed 46.7m/s, Re, ~ 919,700 TSR 5.84

Simulation with three additional levels with refinement factors 2,2, 4.
Refinement based on vorticity and level set.

Sampled rotor and circular regions (r. = 1.5r) every 0.034s over t = [8,18]s
Computing 84,806 highest level iterations to te = 18s.

~ 24 time steps for 1° rotation
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Wake interaction prediction

Aerodynamics cases
0@00000

Simulation of the SWIFT array

>

vV vy VvVYyy

R. Deiterding —

Three Vestas V27 turbines (geometric details prototypical). 225 kW power
generation at wind speeds 14 to 25m/s (then cut-off)

Prescribed motion of rotor with 33 and 43rpm. Inflow velocity 8 and 25m/s
TSR: 5.84 and 2.43, Re, =~ 919,700 and 1,208,000
Simulation domain 448 m x 240m x 100 m

Base mesh 448 x 240 x 100 cells with
refinement factors 2, 2,4. Resolution of
rotor and tower Ax = 6.25cm

94,224 highest level iterations to te = 40s
computed, then statistics are gathered for
10s [Deiterding and Wood, 2016]

NoRTH

s

25045 6% s EAST
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Aerodynamics cases
[e]e] le]elele)

Wake intera n prediction

Vorticity — inflow at 30°, v = 8m/s, 33rpm

Time=0 sec

Top view in plane in z-direction at 30 m (hub height)
Turbine hub and inflow at 30° yaw leads to off-axis wake impact.

160 cores Intel-Xeon E5 2.6 GHz, 33.03 h wall time for interval [50, 60] s (including
gathering of statistical data)

~ 6.01h per revolution (961h CPU) — ~ 5.74h CPU/1M cells/revolution
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Aerodynamics cases
[e]e]e] lelele)
Wake interaction prediction

Levels — inflow at 30°, v = 8m/s, 33rpm

& L
N B [N N L
0 100 200 300
Time=0sec
At 63.8 s approximately 167M cells used vs. 44 billion (factor Level Grids Cells
264) 0 2,463 | 10,752,000
. 1 6,464 20,674,760
~ 6.01h per revolution (961 h CPU) — ~ 5.74h CPU/1M 2 39,473 | 131,018,832
cells/revolution 3 827 4,909,632
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Aerodynamics cases
[e]e]ele] lele)

Wake interaction prediction

Vorticity development — inflow at 0°, v = 8m/s, 33rpm

Refinement of wake up to level 2 (Ax = 25 cm).

Vortex break-up before 2nd turbine is reached.
R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il 40



Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, v = 8m/s, 33rpm

—
Time=6.11312 sec

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il 41



Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, v = 8m/s, 33rpm

—
Time=12.9055 sec

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il 41



Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, v = 8m/s, 33rpm

—

Time=19.6978 sec
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Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, u = 8m/s, 33rpm

Time=26.4902 sec

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il 41



Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, u = 8m/s, 33rpm

Time=33.2825 sec
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Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, u = 8m/s, 33rpm

Time=40.0749 sec
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Aerodynamics cases
0000080

Wake interaction prediction

Refinement — inflow at 0°, u = 8m/s, 33rpm

Time=46.8673 sec
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Aerodynamics cases
000000e

Wake interaction prediction

Mean point values — inflow at 0°,

u = 25m/s, 43 rpm, TSR=2.43
T

Turbines located at (0, 0,0), tr ]
(135,0,0), (—5.65,80.80,0) 09t 1
Lines of 13 sensors with = 08r 1
Ay =5m, z=37m (approx. 3 o7t i
center of rotor) 06 - |
u and p measured over 05 ]
[40s,505s] (1472 level-0 time 04 ‘ s ‘ ‘ ‘
steps) and averaged Ta0 20 0 20 40 60 80 100 120
y[m]
11 u=8m/s, 33rpm, TSR=5.84
1 eRg | o ] Loy PR
09t : 3 1
08 f . 1
T o7t ° p
< osf ,
05t LA 1
04 f
03}
02 ‘ i ‘ ‘ ‘
40 20 0 20 40 60
y[m]

Velocity deficits larger for higher TSR.

RD, S. L. Wood. New Results in Numerical and Experimental Fluid Mechanics X, pages 845-857, Springer, 2016.
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Aerodynamics cases
000000e

Wake interaction prediction

Mean point values — inflow at 0°,

u = 25m/s, 43 rpm, TSR=2.43
T

Turbines located at (0,0, 0), 1] e o e V- 1
(135,0,0), (—5.65,80.80,0) 09t v Yoo i
Lines of 13 sensors with = 08r 1
Ay =5m, z=37m (approx. 3 o7t i
center of rotor) 06 | |
u and p measured over 05 om ]
[40s,505s] (1472 level-0 time 04 ‘ ‘ ‘ ‘ ‘ X=100m --x
steps) and averaged Ta0 20 0 20 40 60 80 100 120
y[m]
11
1t ; 3 g
09t : i L ]
08 % ; x ¥ ]
Ic 07 3 P 1
< osf 1
05t J
04 1
=-50m ——
o3 =50m 1
02r ) ) ) ) ) x=100m % 4
40 20 0 20 40 60 80 100 120

yIm]
Velocity deficits larger for higher TSR.

Velocity deficit before 2nd turbine more homogenous for small TSR.
RD, S. L. Wood. New Results in Numerical and Experimental Fluid Mechanics X, pages 845-857, Springer, 2016.
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Non-Cartesian LBM
[ 1]
Construction principles

Lattice Boltzmann equation in mapped coordinates

Consider mapping from Cartesian to non-Cartesian coordinates

E=¢(xy), n=n(xy)
with

Ox OtOx  Onox Oy 0OEdy ' onmdy
Under this transformation the convection term reads

of, Ot
Vf& - axX "o a
S ox TS Gy

o (U208 OO L, (U0 O O)
T\ o¢ ox | on ox o¢ 8y ' On Oy

_ ¢ oE\ Ofa an an> By
7<e(xxdx+ uyd ) 8§+( d +e @Ydy on

Ofa 8fa
_ea§ 8& + an 5 a

0 0 0 0 0 19} o 0 0 0
0 _00¢ 90 0 009 00n

and hence the lattice Boltzmann equation becomes

of Of Of
T e Do g, 2o = 2 (f, — £59).
ot Tt g Temy, pl )
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Non-Cartesian LBM
oce
Construction principles

Scheme construction

Currently using the explicit 4th-order Runge-Kutta scheme

f=f 2 =i+ 5URL
£ =+ %Rﬁ,ﬁf £+ %Rg,

with
R —_ (= fa(m,j) - fa(i—l.j) +8 fa(f,jﬂ) B f“(w‘fl) _1 £ _ fe
i) = (i) 2A¢E an(i,j) 2An 7 ) T ey

for the solution, 2nd-order central differences to approximate derivatives.
A 4th-order dissipation term

0*fa 0*fy
D=—¢ ((A£)4 ot + (A’q)4 on* )

is added for stabilization [Hejranfar and Hajihassanpour, 2017].
Prototype implementation is presently on finite difference meshes!
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Non-Cartesian LBM
@0

Verification and validation for 2d cylinder

2d cylinder study

— Present Re40
— AMROC Re40
1.0r ® @ Ref

0.5

Pressure Coefficient
o
°

-0.5

-1.0
L 15 . . . .
M ° 0 20 40 60 80 100 120 140 160 180
(4

Re Author(s) Cq Cp(0) Cp(180) 2L/D

20 Tritton, 1959] 2.20 - - -
Henderson, 1995] 2.06 - -0.60 -
Dennis and Chang, 1970] 2.05 1.27 -0.58 1.88
Hejranfar and Ezzatneshan, 2014] 2.02 1.25 -0.59 1.84
AMROC-LBM 1.98 1.26 -0.59 1.85
Present 2.02 131 -0.55 1.85

40 Tritton, 1959] 1.65 - - -
Henderson, 1995] 1.55 - -0.53 -
Dennis and Chang, 1970] 1.52 1.14 -0.50 4.69
Hejranfar and Ezzatneshan, 2014] 1.51 1.15 -0.48 4.51
AMROC-LBM 1.45 1.19 -0.49 4.66
Present 1.51 119 -0.46 4.60

2L /D is normalized length of wake behind cylinder
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Verification and validation for 2d cylinder

Non-Cartesian LBM
(o] J

2d cylinder study — unsteady flow case

Coefficient

10
R o5
/ \ / \
' \ v
| ' \ k \ ! \ 00
150 ) \ i v \
¥ \ / \ / Y
§ \ / ’ ~
g . [ I 05
€ ‘. N/
S1asl N -
§
g -10g
S
1.40
-15
135
-20
1.30 -25
0 5 10 15 20

Nondimensional Time

Zvolicly: 05 ©4 03 02 o1 0 o1 02

Re Author(s) St [ <
100 [Chiu et al., 2010] 0.167 1.35 0.30
AMROC-LBM 0.166 128 0.32
Present 0.165 1.36 0.35

200 [Chiu et al., 2010] 0.198 137 0.71
AMROC-LBM 0.196 1.26 0.70
Present 0.196 1.37 0.73

N4 *
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Non-Cartesian LBM
(o] J

Verification

and validation for 2d cylinder

2d cylinder study — unsteady flow case

Drag Coefficient

10
/’l \ S Nos
,’ \‘ ' \ r/
\ / —

Lsolt / N / \ / \ ; 00 Re Author(s) St Cy c/
A N . o . 100 [Chiuetal, 2010] 0167 135  0.30
N N N L - AMROC-LBM 0166 128  0.32

b ) - 3 Present 0165 136 035

10
200 [Chiuetal, 2010] 0198 137 071
o s AMROC-LBM 0196 126  0.70
Present 0196 137 073
135 o
130 25
o s o s )
Nondimensional Time
I e
Re CPU-time Mesh
20 AMROC-LBM 24:55:21 297796
Present 06:08:41 65536
40 AMROC-LBM 27:10:08 317732
Present 05:57:17 65536
! 100  AMROCLBM  113:15:37 1026116
Present 05:58:49 65536
200  AMROCLBM  130:37:18 1130212
Present 06:03:42 65536

R. Deiterdin
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Summary
°

Conclusions

Conclusions — subsonic aerodynamics with LBM
Cartesian LBM s a very efficient low-dissipation method for subsonic
aerodynamic simulation and especially suitable for DNS and LES
Cartesian CFD with block-based AMR is faster than cell-cased AMR and
tailored for modern massively parallel computer systems

Fast dynamic mesh adaptation in AMROC makes FSI problems with
complex motion easily accessible. Time-explicit approach leads to very
tight coupling

For high Reynolds number flows around complex bodies an LES
turbulence model is vital for stability (so are higher-order in- and outflow
boundary conditions)

Currently validating and extending (dynamic) Smagorinsky with wall-near
damping and WALE model for realistic problems

Turbulent wall function boundary condition model under development
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Summary
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Conclusions

Conclusions — subsonic aerodynamics with LBM

Cartesian LBM s a very efficient low-dissipation method for subsonic
aerodynamic simulation and especially suitable for DNS and LES

Cartesian CFD with block-based AMR is faster than cell-cased AMR and
tailored for modern massively parallel computer systems

Fast dynamic mesh adaptation in AMROC makes FSI problems with
complex motion easily accessible. Time-explicit approach leads to very
tight coupling

For high Reynolds number flows around complex bodies an LES
turbulence model is vital for stability (so are higher-order in- and outflow
boundary conditions)

Currently validating and extending (dynamic) Smagorinsky with wall-near
damping and WALE model for realistic problems

Turbulent wall function boundary condition model under development
Accurate simulation of thin, wall-resolved boundary layers is dramatically

more efficient with the non-Cartesian LBM approach, despite the
availability of AMR in AMROC

Develop non-Cartesian version of AMROC-LBM as near-term goal
Chimera technique within AMROC-LBM might be long-term goal
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Supplementary

Motion solver

Based on the Newton-Euler method solution of dynamics equation of kinetic chains
[Tsai, 1999]

F\ ml —m]c]* ap mlw]* [w]*c

(TP) B <m[c]x'cm —m[C]X[C]X> (a) * (MX('cm - m[C]*[C]X)w) '
m = mass of the body, 1 = the 4x4 homogeneous identity matrix,
ap = acceleration of link frame with origin at p in the preceding link's frame,
lcm = moment of inertia about the center of mass,
w = angular velocity of the body, |
o = angular acceleration of the body,
c is the location of the body's center of mass,
and [c]* , [w]* denote skew-symmetric cross product matrices.

e

R. Deiterding — Aerodynamics and fluid-structure interaction simulation with AMROC Part Il



Supplementary

Motion solver

Based on the Newton-Euler method solution of dynamics equation of kinetic chains
[Tsai, 1999]

("'FP> N (m[CTxllcm —r;[mC][g][z]X> (aolf)) - ([WIX(':r[zw—]ng[i]liTCIX)w) '

m = mass of the body, 1 = the 4x4 homogeneous identity matrix,

ap = acceleration of link frame with origin at p in the preceding link's frame,
lcm = moment of inertia about the center of mass,

w = angular velocity of the body, |
o = angular acceleration of the body, |

c is the location of the body's center of mass, L
and [c]* , [w]* denote skew-symmetric cross product matrices.

—

Here, we additionally define the total force and torque acting on a body,
F= (FFSI + Fprescribed) . nyz and

T= (TFSI + 7—presc:ribed) . caﬁw respectively.

Where Cyy, and C,p, are the translational and rotational constraints, IJ
respectively.
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